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Résumé

L’encadrement des étudiants est un sujet complexe et difficile, qui exige non
seulement des compétences de management d’un point de vue scientifique, mais
aussi une compréhension fine de la capacité des étudiants à mener des recherches. Il
s’agit d’un engagement qui exige un dialogue riche et entretenu entre l'étudiant et
son encadrant, de façon à aboutir à des résultats fructueux. Ce dialogue vise à
maintenir un bon équilibre entre soutien, exigences et autonomie.

L’aboutissement positif du travail d’un étudiant est généralement mesuré en fin de
période, lors de la soutenance, en présence d’un jury. En conséquence, la relation
étudiant-encadrant et leur bonne entente tout le long de la thèse détermineront le
résultat final, qui sera de la responsabilité des deux partis. Dans tous les cas,
l’encadrement d’étudiants est une expérience magnifiquement enrichissante.

Dans le cadre de la demande d’obtention de l’ «Habilitation à diriger des
recherches» (HDR), le présent document a été rédigé afin de fournir une indication
de la capacité de l’auteur à mener des recherches, ainsi qu’à encadrer des étudiants.
Il comprend une sélection de plusieurs sujets utilisés pour les travaux d’étudiants. Il
contient également un rapport des contributions apportées dans le domaine des
données nucléaires et décrit l'impact des travaux de recherche dans des domaines
tels que la physique des réacteurs nucléaires, la sûreté-criticité, etc. Les activités
décrites ici sont le résultat de nombreuses années de travail de recherche aux États-
Unis (US) dans des laboratoires nationaux, ainsi que de présentations lors de
conférences dans des universités aux États-Unis et dans des instances
internationales.

Le présent document ne vise pas à traiter les sujets qui sont déjà décrits dans la
littérature, souvent abordés de façon déjà très détaillée. Au contraire, il est destiné à
fournir un aperçu général et à mettre en évidence les informations pertinentes à
l'appui de la demande de l'auteur d’obtenir une accréditation à encadrer et mener
des recherches.

La première partie de ce document présente un résumé des travaux de recherche de
l'auteur au fil des ans incluant l’encadrement d’étudiants. La deuxième partie
présente un panorama exhaustif du rôle des données nucléaires et de leur
importance au niveau applicatif, ainsi qu’une approche théorique pour le traitement
de l'effet de la température sur les sections efficaces. La troisième partie décrit une
évaluation de donnée nucléaire, ainsi que son impact direct au niveau applicatif.
Enfin, l’auteur dressé une liste non exhaustive des matières qu’il a enseignées dans
des universités aux États-Unis. En annexe, une sélection de publications importantes
de l’auteur en relation avec les sujets traités dans ce mémoire est fournie.
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Summary

Student supervision is a complex and challenging subject that requires not only
supervisor skills in the scientific field of supervision but also a conscientious
understanding of the student capability to conduct research. It is a commitment that
demands a consonance between student and supervisor for completion of a
successful work. The notion whether a positive accomplishment for a supervised
work has been achieved is in general measured during the progress of the
dissertation culminating with a defense in the presence of a selected examination
committee. As a result, the student-supervisor relationship, friendship through the
work development will dictate the final outcome that both are responsible for.
Student supervision is a rewarding experience for both student and supervisor.

As part of the requirement to obtain the “Habilitation `a Diriger des Recherches”
(HDR), the present document was written in order to provide indication that the
author is capable of conducting research as well as supervising students. It includes
some selected topics that have been used for students’ developments and in
addition, it also contains a report of contributions made to the nuclear data field and
the impact of the research in areas such as nuclear reactor physics, criticality safety
and others. The activities depicted are the result of several years of work at United
States (US) national laboratories as well as lectures presented at universities in the
US and around the world.

The present document is not intended to replicate topics that are already described
in text books or published in the open literature, which are often described in great
detail. It is intended to provide a general overview and highlight relevant
information in support of the author’s request for an accreditation to supervise and
conduct research.

The first part of this document provides a synopsis of the author’s activities over the
years, including research developments and student supervision. Following, an
overview on the role of nuclear data and its importance in practical applications is
given, including a complete example that is provided in accompanying published
paper listed in appendices. A detailed development of a theoretical approach for the
treatment of temperature on cross sections is presented. A description of an
evaluation with direct impact in practical application is presented. Lastly, a short
listing of material taught at universities in the US is given.
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1. General Information

Prior to working in the US, the author worked as an assistant professor at the
Federal University of Paraiba and was an employee of the National Research Council
of Brazil working on reactor physics for reactor analysis and design. Around 1985
the author was awarded a fellowship from the International Atomic Energy Agency
(IAEA) to work on a job training assignment at the US Argonne National Laboratory
(ANL) specifically in the nuclear data field. It was at that time that the author had his
first interaction with the nuclear data field. The author found the subject to be very
fascinating and extremely challenging, and ever since the author has continuously
been studying and improving his knowledge on activities related to nuclear data
including analysis, data evaluation and applications to the nuclear field. The ANL
assignment was a remarkable opportunity of working with one of the greatest
nuclear data theorists. It was at that time that a new methodology for temperature
dependence of the cross section, the Doppler broadening of the cross section, was
developed. This approach has been named Leal-Hwang Doppler broadening
technique1 and it has received a great deal of attention. It has been implemented in
cross-section evaluation computer codes, such as the computer code SAMMY.2

Recently, the approach was adopted in the SCALE code system3 and the MAcCARD
code,4 a Monte Carlo code developed at the Seoul National University, South Korea,
for calculating temperature effects of the cross section on the fly for reactor
applications as part of a PhD dissertation.5 After completion of the activities at ANL
the author was invited to work for a short period of time at the US Oak Ridge
National Laboratory (ORNL) on nuclear data measurements and evaluation. The
work included data measurements of the uranium isotopes, in particular,
transmission measurements for 235U at the Oak Ridge Electron Accelerator
(ORELA).6 At the time there was an ongoing interest on having new evaluations for
the uranium isotopes for applications in a current program called Integral Fast
Reactor Program (IFR).7 In addition to the 235U data measurements the author got
involved in the resonance analysis and evaluation of this isotope. The resonance
evaluation of the 235U was part of a PhD dissertation at the University of Tennessee
(UT). The evaluation was proposed for inclusion in the US Evaluated Nuclear Data
File (ENDF).8

After the ORNL and UT appointment the author was hired as an employee by ANL to
work on the IFR project and a project named Reduced Enrichment for Research and
Test Reactors (RERTR).9 The ANL tenure lasted about 4 years and afterward the
author returned to ORNL as a permanent employee. The author worked at ORNL for
about 22 years serving in several capacities. The work performed at ORNL consisted
of nuclear data evaluation for applications in reactor and criticality safety.
Additionally, the author has also worked on computer code developments, working
on methods for data processing in the unresolved resonance region10, 11 and data
handling for isotopic depletion calculations and decay analysis.12 Several
evaluations performed at ORNL have been accepted for inclusion in major data
libraries in the US and in data libraries around the world. As an example, the 235U
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evaluation has been adopted as part of the Evaluated Nuclear Data Files (ENDF/B),
the Joint Evaluated Fission and Fusion (JEFF), the Japanese Evaluated Nuclear Data
Libraries (JENDL), Chinese Evaluated Nuclear Data Libraries (CENDL), and the
Russian Evaluated Nuclear Data Libraries (BROND).

While developing research activities at ORNL the author has also lectured at
universities in the US and abroad,13 held position as Researcher Affiliate at the
Massachusetts Institute of Technology (MIT) and mentored PhD students.14 The
author has also mentored a PhD student from the University of Texas working on
the issue of nuclear data covariance for molybdenum isotopes for fuel fabrication
research for reactor applications15 and a student from the Georgia Institute of
Technology.16 Selected publications related to PhD developments are listed in
Appendix A.

Currently the author is an employee at the Institut de Radioprotection et de Sûreté
Nucléaire (IRSN). The author’s recent research activities include low-energy
neutron interaction with molecules for determination of double differential cross-
sections and resonance evaluation of neutron cross-section. These two working
activities are in response to reactor and criticality safety applications. The former is
the subject of an ongoing PhD work under the author’s supervision at IRSN.

2. Nuclear Data and Applications

2.1 General Description of Nuclear Data Role

The first step in the design and calculation of a nuclear system consists of generating
cross-section libraries in the multi-group or continuous-energy form that is suitable
for use in reactor physics computer codes. These working libraries are derived from
general purpose libraries, named evaluated nuclear data libraries that are
constructed based on data evaluations using physical models and theories.
Presently, the most common used evaluated nuclear data libraries are the ENDF/B,
JEFF, JENDL, CENDL, and BROND. These libraries are referred to as general purpose
nuclear data libraries are the backbone of any design involving neutron-target
interactions.

The data for neutron interaction in these libraries spans from fractions of electron-
volts (eV), that is 10-5 eV, up to millions of electron-volts (MeV), that is 20 MeV or
even higher energies. For the last 10 years a great deal of effort has been devoted to
making nuclear data uncertainties available in these libraries.

It is a common practice to split the neutron interaction energy into four regions: the
thermal scattering region, resolved and unresolved resonance range, and high-
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energy region. While the physics concepts remain the same for each of the energy
regions, the treatment of the neutron interaction is distinct. A synopsis of the
characteristics of each energy region is as follows:

1. Thermal Scattering Region: neutron incident energy is comparable to the
chemical binding energy in the molecules. It extends to few electron-volts
(eV), say ~5 eV. The detail of the neutron elastic and inelastic scattering
cross section shape is demanded for a comprehensive analysis and design of
thermal reactors. This is a subject of a PhD dissertation presently developed
under the author’s supervision.

2. Resolved Resonance Region: experimental resolution is smaller than the
width of the resonances and the individual resonances can be distinguished.
The cross section representation can be made by resonance parameters
using the general R-matrix formalisms or derived formalisms. The extent of
this energy region varies with the nature of the nuclide and changes as a
function of the experimental energy resolution achieved by the experimental
measurements facilities. The knowledge of the resolved energy region is
essential for the prediction of reactor properties such as resonance
absorption, resonance scape probability, and resonance self-shielding.

3. Unresolved Resonance Region: cross section fluctuations still exist, but the
experimental resolution is not enough to distinguish individual resonances.
The cross-section representation is made by average resonance parameters.
This region goes from a few kilo-electron-volts (keV) up to the million-
electron-volts (MeV) region. This is the region of relevance to fast reactor
physics and design. In addition to the self-shielding effects properties such as
the Doppler effects and sodium void reactivity coefficients need a detailed
representation of the neutron cross section.

4. High Energy Region: no cross section fluctuations exist and the cross sections
are represented by smooth curves. This is the energy region pertinent to fast
reactor and shielding applications.

The author has developed research activities in the first three energy regions
including data evaluation and uncertainty determination through covariance
generation. An example of a complete evaluation is in Appendix B, which includes
work done in energy regions 2 and 3. It is the result of an evaluation carried out for
233U isotope in the resonance region that is the resolved and unresolved resonance
regions, including covariance data generation and application to benchmark
calculation. This document demonstrates the paths needed to develop a nuclear
data evaluation from the point of view of differential data, the data test of the
evaluation including benchmark system sensitive to the evaluated isotope, and
nuclear data uncertainty generation. While the work is described for the 233U the
procedure can be applied to generating evaluation to any other isotope.
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2.2 Nuclear Data Treatment for Applications

Ever-increasing computational capabilities coupled with refined techniques,
stochastic, deterministic or combination of both, allow an accurate solution of the
transport equation for determining the neutron population in a nuclear system. The
uncertainties in connection with the modeling of the problem at hand are very small
if not negligible. However, the solution of the transport equation requires the
knowledge of nuclear constants, known as the neutron interaction cross-sections
that give the probability of a neutron-nucleus interaction leading to neutron
scattering (elastic, inelastic), neutron being absorbed, neutron causing fission, etc.
Therefore, the effectiveness in the prediction of the neutron population is intimately
related to the knowledge of the nuclear constants, that is, how well the neutron
cross sections as well as their uncertainties are known.

The description of the neutron-nucleus interaction with the underlying nuclear
theory is a subject which deserves much attention due to the complex mechanism in
representing the neutron cross section for practical application. An illustrative
example of the complexity of the energy dependent cross-section is shown in Fig. 1.
It represents the capture cross-section data for 238U in the energy 0.001eV to 1 keV.

Fig 1 238U capture cross-section in the energy range 0.001 eV to 1 keV.

Quite often questions arise as to whether one should devote much time and
attention on measuring, evaluating, and validating nuclear data. Indeed queries such
as: why do you keep reanalyzing and changing the nuclear data? Why don’t you do it
right in the first time? It is not uncommon to hear statements such as “if I requested
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a nuclear reactor code the nuclear data would expect to be included with the code
package without any cost”. There are several misconceptions regarding nuclear data
that has to be addressed. For so it is worthwhile to illustrate the efforts and
procedures used for getting the nuclear data ready for use in practical applications.

Nuclear cross-section data measurements, often referred to as the differential data,
are carried out at experimental facilities throughout the world and are collected for
inclusion in nuclear data repositories such as the EXFOR experimental database.17

Time-of-flight (TOF) machines using linear accelerators as pulsed neutron sources
such as for instance the Gaerttner18 Linear Accelerator located at the Rensselaer
Polytechnic Institute (RPI) in the US, the Geel Electron Linear Accelerator
(GELINA)19 located in Belgium, or the n_TOF machine20 at the European
Organization for Nuclear Research (CERN) in Geneva, Switzerland are examples of
sources of nuclear cross-section measurements facilities. In addition to the energy-
dependent experimental cross-section the conditions how the experiments were
carried out are needed. The required information is, for instance, the TOF
resolution, normalization, self-shielding, multiple scattering, etc. For a reaction x,
the experimental effective cross section, namely, < (ܧ)௫ߪ >, which relates to the
true cross-section ,(ܧ)௫ߪ is given as

< (ࡱ)࢞࣌ > = ,′ࡱࢊ�(ᇱࡱ)࢞࣌�(ࡱ,ᇱࡱ)ࢌ∫ (1)

where the function (ܧ,ᇱܧ݂) describes the experimental conditions as for instance
the TOF resolution. Therefore, besides reporting the energy-dependent cross-
section experimentalists must also provide, as much as possible, information on the
condition for which the experiments were performed. The information will be used
by evaluators to build the function (ܧ,ᇱܧ݂) to perform data evaluation to determine
the true cross-sectionߪ௫(ܧ). Since the experimental conditions are very distinct
from every experimental facility, that is (ܧ,ᇱܧ݂) is very different from machine-to-
machine, clearly the measured experimental cross-section data cannot be used
directly in practical applications, i.e., an evaluation process is needed.

The data evaluation process is generally based on the analysis and evaluation of
total, capture, fission, and elastic and inelastic energy- and angle-differential
scattering data performed at TOF facilities. Sophisticated computer codes are used
in the evaluation procedure to determine the best fit of the calculated cross section
in comparison with the experimental data. As an example, in the resolved and
unresolved energy regions the computer code SAMMY2 is used to fit the cross-
section data through a resonance parameter evaluation whereas the EMPIRE21 code
is used in the high-energy range. The use of the code SAMMY in the fitting process is
illustrated in Fig. 2. It represents a comparison of the 235U fission cross-section in
the energy region 2 eV to 30 eV for which the solid line is the theoretical prediction
of the experimental data and dots are the experimental data.
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Fig. 2 Comparison of the SAMMY fit of the 235U fission cross-section.

Another issue that has gained much attention over the last 15 years is the evaluation
of experimental data uncertainties and their use in practical applications. The data
uncertainty in a TOF measurement is described by the experimental conditions. It is
not an easy task for the evaluator to fully understand the experimental conditions of
a particular experiment. It is a hard undertaking if not impossible. To name a few,
the source of uncertainties can be credited to data normalization, uncertainty
related to the TOF length, detectors efficiency, etc. The evaluated nuclear data
uncertainties are translated into evaluated covariance data. The ultimate goal is to
propagate the evaluated nuclear data uncertainty in the nuclear system calculations.
Figure 3 shows the uncertainty and covariance for the 235U evaluated fission cross
section in the energy region from 10-5 eV to 20 MeV. As can be seen from Fig. 3 the
uncertainty around 1000 eV is about 8 %. This information can be used in actual
analysis and design of nuclear systems. For instance, in nuclear criticality safety
calculations in connection to material outside reactors the nuclear data play a very
important role. The safety margin regarding the design of a spent fuel storage cask
will greatly rely on how well the evaluated nuclear data and their uncertainties are
known and their effect on the neutron multiplication factor (also known as keff).
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Fig. 3 Uncertainty and covariance for the 235U fission cross-section in the energy
range 10-5 eV to 20 MeV.

A complete example of data and uncertainty evaluation is reported in the Appendix
B. In particular the error propagation to benchmark calculations is shown in the
section entitled ‘BENCHMARK CALCULATIONS AND DATA UNCERTAINTY.’ The
work developed in Appendix B is in response to a request of the US Department of
Energy to improve the 233U cross-section and uncertainties for criticality safety
applications.

Prior proposing an evaluation for inclusion in the nuclear data library one
additional step is needed which consists of performing integral testing to verify the
effectiveness of the evaluated data in predicting reactor parameters such as keff. For
that purpose, there are available integral experiments for criticality safety
application such as the International Criticality Safety Benchmark Experiments
(ICSBEP)22 or the International Reactor Physics Experiment Evaluation (IRPhE)23

aimed at reactor applications. The result of the integral benchmark testing may
indicate whether the differential data evaluation at issue needs to be revised to
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improve reactor prediction. Generally an integral benchmark system includes
several isotopes and hence provides the grounds to test the contribution of a
number of reaction cross sections and their impact on the keff estimation.

Each nuclear data project in the world, ENDF, JEFF, JENDL, etc., has their own
committees devoted to differential and integral data testing prior accepting the
evaluated data for inclusion in the nuclear data library. For instance, the Cross
Section Evaluation Working Group (CSEWG)24 is the ENDF body responsible for
inspecting the proposed evaluated nuclear data. After the evaluated data have
passed all the scrutiny they become available in the nuclear data libraries.

2.3 Novel Approach for Doppler Broadening

There have been ongoing efforts to develop multiphysics computer codes to address
complex nuclear reactor problems. One challenging issue concerns the coupling of
neutronics and thermal hydraulics computer codes for the understanding and better
prediction of Doppler reactivity coefficients and other quantities. In reactor
applications the required temperature-dependent cross sections can vary from
different regions such as fuel, coolant, moderator, etc. Even within each of these
regions the temperature is not constant. Presently, the common practices consist of
taking an average temperature or performing interpolations based on series of
predetermined stored cross-section libraries and subsequently calculating the
reactor constants. One major issue, regardless of whether the treatment is
performed with either deterministic or Monte Carlo computer codes, is the
temperature update of the nuclear data used in the calculations. While the
methodologies for dealing with the temperature effects in the cross section have
been around for a long time their direct application to the multiphysics computer
codes might not be adequate. The purpose here is to present a methodology that can
be used to account for the temperature effects in the cross section in a suitable
manner for practical applications. The approach has received much attention lately
but has not been fully described. The intent here is to describe the steps used in the
methodology development.

The effect of the material temperature on the cross section, known as the Doppler
Effect, is characterized by a convolution of the energy (incoming particle velocity)
dependent cross-section with a Maxwell velocity distribution of the target nucleus.
Indeed the Doppler Effect appears due to the relative velocity of the incident particle
and the target nucleus. A very commonly used form of the temperature dependent
cross section is that known as the Solbrig’s Kernel25 which is given as

(ࡱ)ഥ࢛࣌ =


√ࣂ࣊
න (ᇱ࢛)࣌ ᇱ࢛
ஶ



ቈ࢞ࢋቆ−
−࢛) ᇱ)࢛

ࣂ
ቇ− −ቆ࢞ࢋ

࢛) + ᇱ)࢛

ࣂ
ቇ࢛ࢊ′ (2)

with ࢛�� = ,ࡱ√ ࣂ =
ࢀ


,  =

ࡹ


, where m is the neutron mass, M is the target mass

and k is the Boltzmann constant. The observation made here is that Eq. 2 is the
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result of a convolution of a kernel, which is the Maxwell distribution of velocities,
with the cross section. Hence Eq. 2 must be a solution of a differential equation.
Undoubtedly, this is the case if one defines a function (ࣂ,࢛)ࡲ = (ࡱ)ഥ࢛࣌ and ࣖ = ࣂ
which leads to a simple second-order differential equation in the variables u and ϑ 
as

ࣔࡲ

࢛ࣔ
=
ࡲࣔ

ࣔࣖ
(3)

The initial condition (,࢛)ࡲ for −∞ < ࢛ < +∞ and the boundary conditions
(ࣖ,∞)ࡲ = (,∞)ࡲ and (ࣖ,∞−)ࡲ = (,∞−)ࡲ afford a solution of Eq. 2 using the
finite difference method.

The strategy pursued for solving Eq. 2 using the explicit finite difference method
includes the following features:

1. Use a constant mesh in the variable u, that is a ࢎ = ࢛∆ = constant ;
2. Use a constant mesh in the variable ,ߴ that is a ࢽ = ∆ࣖ = constant;
3. Minimize the error by relating ℎ and γ.

In the finite difference approach the operators in Eq. 3 can be approximated, for a
constant mesh, as

ࣔࡲ


࢛ࣔ
=
ାࡲ


− ࡲ


+ ିࡲ 


ࢎ
(4)

and

ࡲࣔ
ା

ࣔࣖ
=
ࡲ
ା

− ࡲ


ࢽ
(5)
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Fig. 4 u and ϑ variables for discretization 

From this point we will seek to infer and characterize the error associated with the
approximations based on the finite difference method for solving Eq. 2.

a) In the u space a Taylor expansion around i can be written as

ାࡲ


= ࡲ


+ ࢎ
ࡲࣔ



࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ

ૠ

ࣔࡲ


࢛ࣔ
+…. (6)

Likewise,

ିࡲ 


= ࡲ

− ࢎ

ࡲࣔ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
−

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
−

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ

ૠ

ࣔࡲ


࢛ࣔ
+… (7)

Combination of Eq. 6 and Eq. 7 leads to

శࡲ


ିࡲ

ାࡲష



ࢎ
=

ࣔࡲ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
+

ࢎ



ࣔࡲ


࢛ࣔ
+… (8)

b) Similar to the u space we can derive an expression for the ϑ space with a 
Taylor expansion around j as

ࡲ
శ

ࡲି


ࢽ
=

ࡲࣔ


ࣔࣖ
+

ࢽ



ࣔࡲ


ࣔࣖ
+

ࢽ



ࣔࡲ


ࣔࣖ
+… (9)

One observes that from Eq. 3 the following three equations hold:
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ࣔࡲ

࢛ࣔ
=

ࣔࡲ

࢛ࣔࣖࣔ
(10)

and

ࣔࡲ

࢛ࣔࣖࣔ
=
ࣔࡲ

ࣔࣖ
(11)

Hence

ାࡲ


− ࡲ


+ ିࡲ 


ࢎ
−
ࡲ
ା

− ࡲ


ࢽ

=
ࢎ



ࣔࡲ


࢛ࣔ
൬



−
ࢽ

ࢎ
൰+ ൝(ࢽ,ࢎ)ࡻ

ࣔࡲ


࢛ࣔ
,
ࣔࡲ



ࣔࣖ
ൡ

(12)

An obvious choice is to make
ࢽ

ࢎ
=




whereby the error becomes on the order

of
ࢎ



ࣔࡲ

࢛ࣔ
−

ࢽ



ࣔࡲ

ࣔࣖ
. Hence the explicit finite difference equation becomes

ࡲ
ା

=
ࢽ

ࢎ
ାࡲ


+ ൬−
ࢽ

ࢎ
൰ࡲ


+
ࢽ

ࢎ
ିࡲ 
 (13)

Or writing =࢙
ࢽ

ࢎ
and ࢇ =

(ି࢙)

࢙
then

ࡲ
ା

= ାࡲ)࢙


+ ࡲࢇ


+ ିࡲ 


) (14)

The stability condition requires that >࢙



which is granted since࢙�=




.

It is observed that successive substitution, starting from j=0, in Eq. 14 leads to a
series of coefficients the follow an interesting pattern as shown bellow
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(17)

The coefficients display a Pascal triangle-like structure as shown in Table 1 as
follows

1

1 a 1

1 2a ࢇ 2a 1

1 3a ࢇ +  ࢇ + ࢇ ࢇ +  3a 1

Table 1. Pascal triangle-like structure of coefficients

Similar to a Newton binomial expansion these coefficients can be determined
through a generating function of the form (+ +࢞ࢇ ࡺ(࢞ multiplied byࡺ࢙�� . Hence a
general solution of Eq. 14 ca be accomplished as

ࡲ
ࡺ =  ࡺ

ࡺ

ୀ

ିࡺାࡲ
 (18)

with

ࡺ = ࡺ࢙ 
ࡺ !

ࡺ) − !( −) !( (− !(
ିࢇ 

ܕ ࡺ)ܖܑ (,

/(ା)ୀ

(19)

The advantage of using this approach as opposed to using Eq. 2 directly is that there
is no need to perform an integral over the whole energy region for determining the
temperature-dependent cross-section at one single-energy point. Also, since the
coefficients ࡺ are determined for fixed values of s = / and a = 4, they can be
pre-calculated, stored and used as needed. The time the methodology was
developed1 it did not receive much attention since it made use of computer
resources (storage, CPU speed) beyond the limits available.
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The methodology has been applied to computer codes used for data evaluation2 and
also to reactor physics codes, including the MAcCARD code,4 to account for the
temperature effects in actual reactor core calculations. See also the paper listed in
Appendix C. Comparison of the Doppler broadened cross section calculated using
the code SAMMY based on Eq. 2, the Solbrig’s approach for 300 K, and using the
methodology presented here is displayed in Fig. 5. It is applied to the total cross
section of 16O in the energy range of 0.0001 eV to 6 MeV. The relative differences
between the two calculations done with the code SAMMY are in the range of -0.002
and 0.002 with a comparable amount of CPU time to perform both calculations. The
choice for testing the method for 16O is because of the huge dip in the cross section
around 2.3 MeV which provides an excellent ground for testing the Doppler
broadening effects.

Fig. 5 Solbrig’s kernel and the finite difference Doppler broadening method for 16O
at the temperature 300 K.
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3. Resonance Evaluation: Combining
Integral and Differential Data
The intent of this section is to demonstrate the use of differential and integral data
for solving issues in connection with nuclear data evaluation.

3.1 New 239Pu Evaluation in the Energy Range
10-5 eV to 2.5 keV

In the 1980s and early 1990s, Derrien et al.26 performed a 239Pu evaluation in a
collaborative work, including CEA and ORNL. At that time, due to computer
limitations for data storage and processing, a decision was made to split the
resonance region into three parts, namely, 10-5 eV to 1 keV, 1 keV to 2 keV, and 2
keV to 2.5 keV. The evaluation was accepted for inclusion in the ENDF and JEFF
nuclear data libraries and is still included in the latest releases of ENDF, the
ENDF/B-VII.1, and the JEFF-3.1 libraries. While the evaluation was performed based
on high resolution data, mainly transmission data6 measurements taken at the Oak
Ridge Electron Linear Accelerator (ORELA) at ORNL, no benchmark testing was
done at the time the evaluation was released. Later, benchmark calculations
indicated deficiencies in the 239Pu evaluation in reproducing integral results.
Additional issues with the previous evaluation can be attributed to the use of three
distinct sets of resonance parameters. Specifically, the cross sections calculated at
the energy boundary of two consecutive, disjoint resonance parameter sets could be
different, leading to a discontinuity. Another concern relates to data uncertainty
assessments using resonance parameter covariance data. For data uncertainty
analyses, the use of a single resonance parameter set covering the entire energy
region is preferable because the disjoint set of resonance parameters does not
permit the determination of uncertainty correlations in the entire energy region.
Hence, the decision was made to combine the three sets of resonance parameters
and redo the evaluation. The task of generating a single resolved resonance region
evaluation was achieved because computer resources have improved substantially
since the previous 239Pu evaluation effort. As a result, a resonance parameter
evaluation was completed at ORNL in 2008 by Derrien, and this 239Pu evaluation
covers the energy range 10-5 eV to 2.5 keV;27 however, the evaluation was unable to
improve benchmark results and was not proposed for inclusion in either the ENDF
or JEFF project. At about the same time as the work was being performed at ORNL,
Bernard et al.28 at CEA/Cadarache performed a reevaluation of the 239Pu resonance
parameters and nubar .(ҧߥ) Since the resonance evaluation for the whole energy
region was not available, the work performed by Bernard was based on the JEFF-3.1
evaluation (i.e., with the three disjoint sets of resonance parameters). Bernard's
239Pu evaluation improved the results of benchmark calculations; however, the
evaluation did not provide resonance parameter covariance data. By building upon
the previous 239Pu evaluation work efforts, a new 239Pu evaluation that provides
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improved benchmark performance for thermal plutonium solution systems has
been produced.

3.2 Resonance Parameter Evaluation Procedure

With the set of resonance parameters covering the entire energy region up to 2.5
keV, a good set of external resonance parameters were determined. The technique
used for deriving the external levels is that described in Ref. 29. Six resonance levels
with negative energies and nine levels above 2.5 keV were enough to represent the
external resonances' interference effect in the energy region 10-5 eV to 2.5 keV. The
first negative level (close to zero) has a very small neutron width. It does not
contribute much to the interference effect in the resonance region. However, it is
used to influence the shape of eta (ߟ) that bends down at very low energy.30 Figure 6
shows the cross section shape in the resonance region due only to the external
energy resonance levels. It should be noted that the cross section value converges to
11.13 barns, which represents the potential cross section for 239Pu determined with
an effective scattering radius of 9.41 fm. This feature indicates that the external
levels' contribution to the cross section in the energy range 10-5 eV to 2.5 keV is
appropriate. The experimental database used in the new evaluation is essentially
the same as that listed in Reference 27. However, information derived from the
knowledge of benchmark calculation results was also included in the SAMMY
analysis together with the fitting of the differential data. Two quantities were
essential in determining the best set of resonance parameters that fitted the
experimental differential data and improved the benchmark results. The two
quantities are eta (ߟ) and the effective K1. These quantities are defined as follows:

a) Eta (ߟ)

=ߟ
ߪഥߥ

ߪ
=

ഥߥ

1 + ߙ
(20)

Where α is defined as ߙ =
ఊߪ

ൗߪ

b) K1

1ܭ = ߪഥߥ ݃ − ߪ ݃ (21)

The cross-sections ߪ and ߪ are, respectively, the fission and absorption cross

sections at the thermal energy (0.0253 eV), whereas ݃and ݃ are the Westcott g-

factors. The value used in calculating the efective K1 from Eq. 20 is taken at thermal
energy. It was noted that the benchmark results were very sensitive to η and K1. 
The benchmark results indicated that in some cases the sensitivity to K1 was more
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significant than onߟ��. The K1 value for 239Pu is higher than that of other major
isotopes. For instance, the 235U K1 value is around 722 barns, whereas for 239Pu it is
1160 barns. An example of the SAMMY fit of the experimental differential data is
displayed in Fig. 7 for the total cross-section of Bollinger,31 fission cross-section of
Wagemans,32 and capture cross-section of Gwin33 in the energy region from 0.01 eV
to 7 eV. Values of the cross section at thermal (0.0253 eV), fission Westcott factors,
thermalߥ��ഥ , resonance integrals, and K1 value are shown in Table 2. The unit for
cross sections, K1, and resonance integral is barns, whereas the Westcott factor is
dimensionless. Also, shown in Table 2 are the values listed in the Atlas of Neutron
Resonance (ANR),34 ENDF/B-VII.1, and the values calculated using Bernard's
evaluation that is included in JEFF3.1.1. The thermal cross-section values listed in
the ANR were used in the SAMMY evaluation. The values listed in Table 2 were
calculated with the SAMMY code.

Fig. 6 Contribution of the external levels in the resonance region to the scattering
cross section.
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Fig. 7 Results of SAMMY fit of the total, fission, and capture cross-section data.

Quantity ANR34 ENDF/B-VII.1 JEFF3.1.1 New
Evaluation

ఊߪ 269.3 ± 2.9 270.64 272.61 270.06

ߪ 748.1 ± 2.0 747.65 747.08 747.19

݃ 1.0553 ± 0.0013 1.0544 1.0495 1.0516

݃ 1.0770 ± 0.0030 1.0784 1.0750 1.0771

ഥߥ 2.879 ± 0.006 2.873 2.873 2.873

ఊܫ 180 ± 20 181.44 181.50 180.09

ܫ 303 ± 10 302.60 303.58 309.09

K1 1177.25 1166.62 1156.35 1161.30

Table 2. Thermal values and integral quantities calculated with SAMMY
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3.3 Benchmark Results

To verify the performance of the 239Pu evaluation in benchmark calculations, seven
critical experiments were chosen from the International Criticality Safety
Benchmark Evaluation Project (ICSBEP) in the International Handbook of Evaluated
Criticality Safety Benchmark Experiments.27 These benchmark experiments consist
of light water reflected spheres of plutonium nitrate solutions. The benchmarks,
listed in Table II, have the average of neutron lethargy causing fission (EALF)
spanning the energy range of 0.04 eV to 3 eV. It should be noted that the uncertainty
in these benchmarks is around 500 PCM.

Several resonance parameters were derived from the SAMMY fitting of the
experimental differential data. Each time a resonance parameter was obtained with
a satisfactory fitting of the differential data (a good�߯ ଶ), the SAMMY resonance
parameters were converted in the ENDF format (MT2 MF151) and combined with
the JEFF3.1.1 by replacing the existing resonance parameters. The cross section
library created was then processed for use in Monte Carlo calculations using the
MCNP code. The MCNP libraries were generated with the NJOY code.36 All the cross-
section data for the remaining isotopes present in the benchmark experiments were
taken from the ENDF/B-VII.0. The process from the SAMMY fitting of the
experimental data to the MCNP calculation was automated, validated, and tested.
Various keff results were obtained for the seven benchmarks listed in Table III. The
impact of the cross section change in the keff values was analyzed, and it was noted
that a very minor change in the thermal cross section and in the first resonance
around 0.2956 eV would significantly change the keff value of the thermal
benchmark listed in Table 3. In addition results of sensitivity calculations, using the
TSUNAMI sequence of the SCALE code,37 indicated that in order to achieve a
reasonable keff result, a combined change on �ഥ�andߥ on the fission and capture cross-
sections values was needed as opposed to a simple change in one of these quantities
alone. The very first attempt made was to focus on  since it involves these (or α) ߟ
three quantities, as indicated in Eq. 20. However, further investigations indicated
that the keff was also very sensitive to K1. No experimental measurement of K1 was
found in the literature for 239Pu. Nevertheless, integral experiments performed at
the CEA/Cadarache MINERVE facility could be used to infer the value of K1 that
provided the best results for reactivity changes. A K1 value of around 1161 barns
indicated that a reasonable keff could be achieved for the seven benchmarks listed in
Table 3. Hence, in addition to fitting the experimental differential data, SAMMY also
fitted K1. The calculated results for the seven benchmarks displayed in Table 3 are
shown in Fig. 8. The new 239Pu evaluation provides consistent C/E results for
benchmark systems with plutonium aging leading to discrepancies of less than +200
PCM on the average.
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Benchmark Experimental keff EALF (eV) Contents
PST12.13 1.0000±0.0050 0.04282 19.5 % 240Pu

PST4.1 1.0000±0.0047 0.0531 0.5 % 240Pu
PST12.10 1.0000±0.0033 0.0535 25 % 240Pu
PST18.6 1.0000±0.0047 0.0761 43 % 240Pu
PST1.4 1.0000±0.0047 0.154 5 % 240Pu

PST34.4 1.0000±0.0047 0.231 116g % pu/L 1.42 Gd/L
PST34.15 1.0000±0.0047 2.730 363g Pu/L, 20.25 Gd/L

Table 3. ICSBEP 239Pu thermal benchmark

Fig. 8 MCNP benchmark results.
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4. Lecture at US universities
Teaching endeavors at universities have always been part of the author’s career. It
all started at the Federal University of Paraiba, Brazil. At the time, the teaching
activities consisted of teaching courses at undergraduate levels. Working at ORNL in
the US has given the author the opportunity to not only teach at university but also
supervise students and Post-doctoral researchers. Since a long time ago ORNL has
established partnership with US universities providing an excellent opportunity to
its employees to become assistant professors, adjunct professors, etc. at the partner
universities. The major benefit to ORNL has been the identification of students with
potential researcher skills that could be brought to the laboratory.

The teaching activities at universities consisted of lecturing on the neutron
interaction theory tailored to practical applications in fission and fusion reactors,
criticality safety of material outside reactors, etc. Each nuclear data field has its own
needs for data applications. For instance, in fusion reactor devices one is interested
in shielding, heating production by neutron interactions, neutron damages, etc. For
fission reactor applications the interest is on the neutron flux population and how to
control it so as to keep the nuclear system critical position producing enough
thermal energy and consequently electrical energy for consumption. In criticality
safety applications for material outside reactors the main concern is whether the
nuclear material can be safely handled without the risk of achieving a criticality
condition. An example of this risk is the shipping of spent nuclear fuel to a
repository. The latter can be regarded as one very important issue that requires not
only a good knowledge of nuclear data but also their uncertainties. In all the
aforementioned situations the knowledge of nuclear data and its uncertainty are
fundamental. A great deal of the teaching activities encompasses the theoretical
developments pertinent to the nuclear data treatment. However the implication and
the importance of the nuclear data in practical application have always been
emphasized.

An example of a teaching module of the R-matrix theory is listed in Appendix D.
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Conclusions
The role of nuclear data in practical applications such as the design and analysis of a
nuclear system device has been discussed in this document. Various nuclear data
projects, namely nuclear data libraries, exist to assist the nuclear engineering
practitioners to perform their duties in a reliable and efficient manner. The nuclear
data analysts, nuclear data experimentalist, nuclear data evaluators, etc. have the
responsibility to assure whether the final product has the quality assurance
required for practical application. This document has provided, to a certain extent, a
view on the procedures used for constructing a nuclear data evaluation. The author
of this document hopes that it contains enough information to the understanding of
what nuclear data are used for and how important they are in practical applications.

The ability to conduct research and perform student supervision has been
demonstrated with descriptive examples in attached documents provided in the
Appendices whereby topics related to research toward PhD developments are
shown.
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Abstract–There is a need for improved molybdenum isotope covariance data for use in modeling a new
uranium-molybdenum fuel form to be produced at the Y-12 National Security Complex (Y-12). Covariance
data correlate the uncertainty in an isotopic cross section at a particular energy to uncertainties at other
energies. While high-fidelity covariance data exist for key isotopes, the low-fidelity covariance data available
for most isotopes, including the natural molybdenum isotopes considered in this work, are derived from
integral measurements without meaningful correlation between energy regions. This paper provides a
framework for using the Bayesian R-matrix code SAMMY to derive improved isotopic resonance region
covariance data from elemental experimental cross-section data. These resonance-wise covariance data
were combined with integral uncertainty data from the Atlas of Neutron Resonances, uncertainty data
generated via a dispersion method, and high-energy uncertainty data previously generated with the Empire-
KALMAN code to produce an improved set of covariance data for the natural molybdenum isotopes. The
improved covariance data sets, along with the associated resonance parameters, were inserted into
JENDL4.0 data files for the molybdenum isotopes for use in data processing and modeling codes.
Additionally, a series of critical experiments featuring the new U(19.5%)-10Mo fuel form produced at Y-12
was designed. Along with existing molybdenum sensitive critical experiments, these were used to compare
the performance of the new molybdenum covariance data against the existing low-fidelity evaluation. The
new covariance data were found to result in reduced overall bias, reduced bias due to the molybdenum
isotopes, and improved goodness of fit of computational to experimental results.

I. INTRODUCTION

The use of accurate cross-section data is critical to
modeling nuclear systems. Cross-section data are typically
derived from a combination of experimental measure-
ments and particle interaction models. Both of these
sources inevitably give rise to uncertainty. Uncertainty in

experimental data arises from statistical and systematic
errors or biases as well as variables in the experimental
systems that are difficult or impossible for the experi-
menter to control.1 Uncertainty in interaction models
derives from the differences between the model’s
approximations and the physical reality of the particle
interaction. Neglecting this ‘‘model defect’’ can result in
unrealistically small uncertainties being assigned to
nuclear cross-section data.2*E-mail: cvanderh@gmail.com
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To be taken into account, these uncertainty data must
be assessed and compiled in evaluated nuclear data files in
a format that can be used in analysis code packages. These
data include both the energy-dependent uncertainty in the
cross section and the correlation between uncertainties at
other energies. So-called covariance data of this type have
been included in the last two generations of the Evaluated
Nuclear Data Files3,4 (ENDF). High-fidelity covariance
data have been produced for key isotopes such as 235U;
238U; 239Pu; and 1H, 2H, and 3H (Refs. 5 and 6). However,
the majority of fission product isotopes and isotopes
found in structural reactor components either lack
covariance data entirely or have only low-fidelity data.7

This can be problematic when isotopes lacking high-
fidelity covariance data comprise significant fractions of
fuel material, such as is the case for the intermediate
enrichment U-10Mo fuel form developed at the Y-12
National Security Complex8 (Y-12).

A key goal of this paper is to provide a new set of
improved covariance data for the naturally occurring
molybdenum isotopes utilizing a newly completed
experimental evaluation of molybdenum cross-section
data by Rensselaer Polytechnic Institute (RPI) and the
retroactive approach of the SAMMY code package.9

These experimental data are for an elemental molyb-
denum sample, and isotopic covariance data will be
generated from it. Derivation of isotopic covariance data
from an elemental sample has not previously been
attempted with SAMMY, so this work illustrates a novel
capability of the SAMMY code package. The improved
covariance data will make possible more accurate
modeling of nuclear systems containing molybdenum.
However, in order to use the newly generated covar-
iance data in modeling codes, they must first be inserted
into a complete nuclear data file. The improved
molybdenum covariance data will therefore be inserted
into ENDF/B-VII.1, JEFF3.1, and JENDL4.0 data files,
and the best library will be selected based on a
goodness-of-fit test of the calculated results for selected
critical experiment benchmarks versus the reported
experimental results.

Table I details isotopic abundances for natural
molybdenum, as well as the resonance region boundaries
currently used in ENDF/B-VII.1.

The remainder of this paper is organized as follows.
Section II reviews methods for assembling covariance
data. Section III briefly describes existing molybdenum
sensitive critical experiments and a set of proposed
benchmark critical experiments to utilize the U(19.5%)-
10Mo fuel. Section IV details the method used to generate
improved fidelity covariance data for the molybdenum
isotopes and compares uncertainty analyses using the
existing low-fidelity molybdenum covariance data and the
newly generated improved data. Section V provides
conclusions of the work.

II. BACKGROUND AND THEORY

Cross-section covariance data are intrinsically tied to
the formalism used to generate the cross-section data it
describes. This section reviews the cross-section form-
alism utilized most commonly in the resolved energy
region, namely, R-matrix theory, as well as the generation
of covariance data tied to this formalism. Additionally,
the use of covariance data in sensitivity and uncertainty
analysis codes of experimental system models will also
be covered.

II.A. Cross-Section Data

R-matrix theory was developed to address the need
for a compact and accurate means of describing the
resolved resonance region.10 R-matrix theory describes
the cross section in the resolved resonance region in terms
of parameters El(eV) and cll(eV), the resonance energy
and width, and resonance spin, which can be evaluated by
fitting the experimental cross-section data. The SAMMY
R-matrix code is used to fit measured interaction data,
such as neutron transmission or capture, to El and cll
values utilizing a generalized least-squares approach.
These resonance parameter values will have some

TABLE I

Molybdenum Isotope Abundances and ENDF/B-VII.1 Resonance Region Boundaries

Molybdenum Isotope
Abundances

ENDF/B Resolved Resonance
Boundaries

ENDF/B Unresolved Resonance
Boundaries

92Mo 14.84% 10{5 eV to 40 keV 40 to 100 keV
94Mo 9.25% 10{5 eV to 20 keV 20 to 100 keV
95Mo 15.92% 10{5 eV to 2.1412 keV 2.1412 to 206.2685 keV
96Mo 16.68% 10{5 eV to 19 keV 19 to 100 keV
97Mo 9.55% 10{5 eV to 2 keV 2 to 100 keV
98Mo 24.13% 10{5 eV to 32 keV 32 to 100 keV

100Mo 9.63% 10{5 eV to 26 keV 26 to 100 keV
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associated uncertainties. The work flow described below
derives covariance data for the resolved resonance region
from those uncertainties.

II.B. Cross-Section Covariance Data

For the molybdenum isotopes, ENDF/B cross-section
data in the resolved resonance region are stored as
R-matrix parameters using ENDF File 2 conventions.
Cross-section processing codes such as NJOY or AMPX
can process the stored parameters into usable working
libraries of interaction cross sections.11,12 In order to
produce those parameters, evaluation codes such as SAMMY
are used to fit experimental data to a chosen R-matrix
formalism. Such an evaluation must also take into account
sources of uncertainty in the experimental data.

As stated previously, SAMMY utilizes a generalized
least-squares method to fit its parameter set and
covariance matrix to experimental data. This Bayesian
method for fitting the resonance parameters results in an
updated resonance parameter set P9, which consists of the
El and cll values introduced previously, as

P’~P0zM’ Y , ð1Þ

where M9 is the associated resonance parameter covar-
iance matrix,

M’~ M{1
0 zW

� �{1
, ð2Þ

W is defined as

W~GtV{1G , ð3Þ

and Y is defined as an auxiliary matrix given by

Y~GtV{1 D{Tð Þ , ð4Þ

where

P0 5 initial parameter set ‘‘guess’’ with associated
resonance parameter covariance matrix M,
which is unknown initially and therefore
frequently is assumed to be diagonal and
infinite, meaning M{1 5 0 (Ref. 13)

V 5 data covariance matrix

T 5 theoretical value corresponding to the experi-
mental data D

G 5 sensitivity matrix of the theoretical values with
respect to the parameters given by

G~
LT
LP

: ð5Þ

SAMMY should utilize all available experimental
data of all types in the fitting procedure, as well as the full

covariance matrix for each data set. Integral constraints
such as resonance integrals and thermal cross sections can
also be included. Upon completion, the final parameter set
P can be written in the ENDF File 2 format for inclusion
in evaluated nuclear data files, while the covariance
matrix M can be stored in ENDF File 32 format.

II.C. Current Molybdenum Cross-Section and
Covariance Data

As an initial investigation of the molybdenum cross-
section uncertainty, existing cross-section data from three
general-purpose libraries were compared: ENDF/B,
maintained by Brookhaven National Laboratory (BNL)
in the United States; JEFF, maintained by the Organisation
for Economic Co-operation and Development/Nuclear
Energy Agency; and JENDL, maintained by the Japan
Atomic Energy Agency.14–16 Significant differences
among these libraries were evident, particularly in the
resolved resonance and high-energy regions, including
differences in the number of resonances tracked by each
library, how those resonances were organized by quantum
numbers, and values for the resonance parameters
describing each resonance.

Currently, only the ENDF/B-VII.1 cross-section
library includes covariance data for the molybdenum
isotopes. However, these covariance data are low fidelity.
They were generated as part of the Low Fidelity
Covariance Project, described in Ref. 8, a joint undertak-
ing among Oak Ridge National Laboratory (ORNL),
BNL, and Los Alamos National Laboratory. The goal of
that project was to quickly and transparently produce
modeling usable uncertainty estimates for all isotopes in
ENDF. In order to accomplish this, the process for
producing covariance data had to be extremely streamlined.
For structural materials and fission products, integral
uncertainty measurements (thermal capture, resonance
integral) were assigned as the uncertainty values for whole
energy regions (thermal, resonance) and were coupled with
high-energy covariance data generated at BNL. Complete
correlation was assigned throughout the energy domain.

As an example, Fig. 1 shows the current low-fidelity
capture covariance data for 97Mo as is available in ENDF/
B-VII.1. As a comparison, Fig. 2 shows high-fidelity
capture covariance data for 235U. Figures 1 and 2 were
generated using the processing code NJOY. The top
image in each figure gives the groupwise interaction cross
section for the reaction of interest. The image to the left
gives the groupwise uncertainty in that cross section.
Finally, the central image is a visual representation of the
correlation matrix relating the uncertainty at a particular
energy to the uncertainty at all other energies. All
diagonal values in the correlation matrix are by definition
1; all off-diagonal values can vary between {1 and 1.
Figures 1 and 2 are plotted using a 33-group energy
structure detailed in Ref. 17.
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The correlation matrix for uranium shows significant
structure, whereas the low-fidelity molybdenum data
assign full correlation within all energy regions.

II.D. Sensitivity and Uncertainty Analysis

Covariance data such as shown above can be used
with purpose-made codes for sensitivity and uncertainty
analysis. One such code package is SCALE, a modular
general-purpose nuclear analysis code maintained at
ORNL (Ref. 18). Several modules of SCALE have been
developed for sensitivity and uncertainty analysis tasks,
two of which will be used for this project: Tools for

Sensitivity and Uncertainty Analysis Methodology
Implementation (TSUNAMI) and Tool for Sensitivity/
Uncertainty Analysis of Response Functionals Using
Experimental Results (TSURFER).

TSUNAMI is a SCALE control module for the
application of sensitivity and uncertainty theory to criticality
safety analysis.19 TSUNAMI computes the sensitivity of the
system multiplication factor to the evaluated nuclear cross-
section data used to model the system. These sensitivity
data are coupled with cross-section covariance data to
produce an uncertainty in the multiplication factor due to the
underlying cross-section data uncertainty. TSUNAMI is a
multigroup code, and the groupwise sensitivity data it

Fig. 1. Molybdenum-97 low-fidelity capture covariance data.
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generates are stored in sensitivity data files for use with
other SCALE sensitivity and uncertainty modules.

TSURFER is a module of SCALE responsible for
computing uncertainties in integral system parameters,
primarily multiplication factor, due to uncertainties in the
cross-section data used to model the system.20 By
applying a generalized linear least-squares (GLLS)
methodology to the sensitivity profiles generated by
TSUNAMI, TSURFER can be used to reduce discrep-
ancies between experimentally measured integral system
parameters and calculated system parameters by adjusting
the nuclear cross-section data such that the overall
consistency is maximized. Finally, TSURFER can

analyze measured responses from benchmark experiments
and establish bias and associated uncertainty in calculated
application responses. The results of TSURFER for
application responses can be affected by cross-correlations
between the experimental response integral benchmarks
selected. Information detailing possible cross-correlation
between the integral benchmarks utilized for this work
was not available, so these impacts were not considered.

TSURFER defines two types of responses: experi-
ment responses and application responses. An experiment
response has both a calculated and measured integral
value associated with it. An example would be a critical
experiment with a reported experimental multiplication

Fig. 2. Uranium-235 high-fidelity capture covariance data.
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factor, as well as a calculated multiplication factor from a
modeling simulation. An application response has only a
calculated integral value. Applications typically corre-
spond to hypothetical or proposed systems considered in
the context of a design study for which the computational
bias and uncertainty associated with cross-section uncer-
tainty are desired. If the application response shares
nuclear cross-section data sensitivities with the experi-
mental responses, it will be affected by the same data
adjustments that impact the experiment responses. This
provides a systematic, well-defined method for utilizing
benchmark measurements to establish bias and uncer-
tainty estimates arising from nuclear data uncertainty in
the calculation of system parameters in proposed nuclear
system designs. Typically, an additional figure of merit
for sensitivity and uncertainty studies is the ‘‘representativ-
ity’’ of the experimental responses utilized to the application
response selected. Representativity is defined as

rAE~
StAUSEffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

StAUSA
� �

StEUSEð Þ
q , ð6Þ

where

SA 5 sensitivity vector of the application response to
the nuclear data

SE 5 sensitivity vector of the experimental response
to the nuclear data

U 5 covariance matrix for the nuclear data.21

Representativity is a measure of the degree to which
the selected experimental responses represent the pro-
posed application responses.

A high representativity value helps to ensure
maximum reduction in calculation uncertainty due to
nuclear data uncertainty.22 For this study a measure of
representativity was not available through TSURFER.
However, all molybdenum sensitive integral benchmarks
available were utilized for the GLLS fitting; therefore, the
maximum of representativity with respect to the applica-
tion responses was achieved, given the molybdenum
sensitive benchmarks that were available.

II.E. Existing Molybdenum Sensitive
Critical Experiments

In order to utilize TSUNAMI and TSURFER as
outlined above, appropriate experimental responses are
required. Published critical benchmark experiments pro-
vide the necessary experimental responses. There are few
critical experiments that exhibit high sensitivity to the
molybdenum isotopes. Most of the critical benchmark
experiments cataloged by the International Criticality
Safety Benchmark Evaluation Project (ICSBEP)
Handbook that include molybdenum isotopes feature
them as a minor structural material with minimal

neutronic effect, as molybdenum is used in some alloys
of stainless steel, or as reflectors.23

However, a series of critical experiments was
completed in the early 1960s relating to the ORNL Fast
Burst Reactor (FBR), later renamed the Health Physics
Research Reactor.24,25 In these experiments a series of
five critical assemblies featuring cylindrical or annular
geometries, both bare and reflected, were studied.

The fuel for the FBR critical experiments was 93%
enriched uranium metal, alloyed with 10 wt% natural
molybdenum. While this fuel is of significantly higher
enrichment than the U(19.5%)-10Mo fuel foils to be
produced by Y-12, these critical experiments offer the
only set of experimental data for systems in which
molybdenum makes up a key component of the fuel itself.

The molybdenum sensitive critical experiments in the
ICSBEP Handbook, along with the ORNL FBR critical
experiments, comprise the set of critical experiment
sensitivity responses that will be utilized in the sensitivity
and uncertainty analysis for this work using the SCALE
modules TSUNAMI and TSURFER. Table II describes
the selected benchmark experiments. Further detail can be
found in the ICSBEP Handbook.23

III. CRITICAL EXPERIMENT DESIGNS

This section presents two fast spectrum and two
thermal spectrum experiment concepts designed in
accordance with standards set by the National Criticality
Experiments Research Center.26 The two fast spectrum
experiment designs are referred to as the Fast Bare critical
experiment and the Fast Reflected critical experiment,
while the two thermal spectrum experiment designs are
referred to as the Thermal critical experiment and the
Thermal Maximum critical experiment. These designs are
intended for use with one of the vertical lift tables
available at the National Criticality Experiments Research
Center: In each design two subcritical systems would be
brought together to a calculated critical configuration
using the vertically movable platen of a lift table machine.
These proposed critical experiments are also necessary
since they will be used as ‘‘applications’’ for TSURFER,
providing a means of comparing the performance of the
new molybdenum covariance data to the existing low-
fidelity covariance data.

III.A. Fast Spectrum Critical Experiment Designs

The U(19.5%)-10Mo fuel form is designed for use
in a thermalized spectrum, complicating attempts to use
the fuel in a fast neutron spectrum critical experiment.
In the first TSURFER application design, to overcome the
relatively low enrichment of the uranium-molybdenum–
alloy foils, two layers of highly enriched uranium (HEU)
were added to the system, equal in length and width to the
central layer of uranium-molybdenum. To ensure the
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fastest possible spectrum, no reflector was added. Therefore,
the design consists of layers of uranium-molybdenum foils
sandwiched between two layers of HEU.

A second critical experiment was designed as an
additional fast spectrum application for TSURFER. It
sacrifices some spectrum hardness in order to reduce the
required HEU for criticality by including a graphite
reflector surrounding the fuel regions. Figure 3 shows a
simplified geometry for the Fast Reflected critical
experiment and compares the spectra, normalized by
peak channel, of both the bare and reflected fast critical
experiments. The proposed reflected fast critical
experiment, shown in red, has substantially increased
the neutron population in the resonance and thermal
energy regions.

III.B. Thermal Spectrum Critical Experiment Designs

The uranium-molybdenum fuel foils are designed for
thermal spectrum reactors. However, to date, there are no
thermal spectrum critical experiments containing uranium-
molybdenum–alloy fuels. The following details two
proposed thermal spectrum critical experiments featuring
the uranium-molybdenum fuel foils: the Thermal critical
experiment, comprising layers of uranium-molybdenum
foils interleaved with Lucite moderator and surrounded by
a graphite reflector, and an experiment composed similarly
to the Thermal experiment but with additional molyb-
denum metal–only layers between the fuel foils and
moderator, called the Thermal Maximum critical experi-
ment. The purpose of the latter design is to achieve the

maximum sensitivity possible to the molybdenum cross
section in a thermal neutron spectrum.

Both thermal systems were designed as layers of fuel
interlaced with layers of moderator. The minimum critical
system in this configuration had 15 fuel layers of 13 foils
each, with an *25-cm-thick graphite reflector for the
Thermal design and an *50-cm-thick graphite reflector for
the Thermal Maximum design. Figure 4 shows a simplified
experiment geometry for the Thermal Maximum design, as
well as calculated spectra for the Thermal and Thermal
Maximum designs. Figure 4 is not drawn to scale in order
to clearly show geometry details.27–29

As expected, dips in the neutron spectra due to
resonance effects from molybdenum isotopes are more
pronounced in the design with maximum molybdenum
content. Additionally, the spectrum is more thermalized
for the Thermal Maximum design as compared to the
Thermal design, which is to be expected as additional
hydrogenous moderating material was required to
achieve criticality.

TSUNAMI was used to calculate the sensitivity of the
system multiplication factor to changes in the molyb-
denum isotope cross section for all of the proposed critical
experiments. As an example, Fig. 5 gives the sensitivity per
unit lethargy for 97Mo for both fast spectrum critical
experiment designs as well as one of the fastest spectrum
ORNL FBR critical experiments.

Since the designs feature a fast spectrum critical
system using low-density fuel intended for a thermal
spectrum, the molybdenum sensitivity is markedly
different (and generally smaller) than that of the ORNL

TABLE II

Molybdenum Sensitive Critical Experiments

ICSBEP Identifier Title Location of Molybdenum

N/Aa ‘‘Oak Ridge National Laboratory Fast Burst
Reactor: Critical Experiments and Calculations’’

U-Mo Fuel

HEU-MET-FAST-005-001 through
HEU-MET-FAST-005-006

‘‘Beryllium and Molybdenum Reflected Cylinders
of Highly Enriched Uranium’’

Reflector

HEU-SOL-THERM-001-001 through
HEU-SOL-THERM-001-002

‘‘Minimally Reflected Cylinders of Highly
Enriched Solutions of Uranyl Nitrate’’

Stainless steel tank

LEU-COMP-THERM-042-001 through
LEU-COMP-THERM-042-007

‘‘Water-Moderated Rectangular Clusters of
U(2.35)O2 Fuel Rods (1.684 cm Pitch)

Separated by Steel, Boral, Boroflex, Cadmium, or
Copper Plates, with Steel Reflecting Walls’’

Steel reflecting walls and
steel absorber plates

MIX-COMP-FAST-001-001 ‘‘ZPR-6 Assembly 7: A Cylindrical Assembly with
Mixed (Pu,U)-Oxide Fuel and Sodium with a
Thick Depleted-Uranium Reflector’’

Pu-U-Mo fuel plates

U233-SOL-THERM-003-002 through
U233-SOL-THERM-003-010

‘‘Paraffin-Reflected 5-, 5.4-, 6-, 6.6-, 7.5-, 8-, 8.5-,
9-, and 12-Inch Diameter Cylinders of 233U
Uranyl Fluoride Solutions’’

Impurities in solution

U233-SOL-THERM-009-001 through
U233-SOL-THERM-009-004

‘‘Unreflected Large-Diameter Cylinders of 233U
Uranyl Nitrate Solutions’’

Stainless steel tank

aN/A 5 not applicable.
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Fig. 3. Fast Reflected critical experiment design geometry and fast critical experiment spectra.

Fig. 4. Thermal Maximum critical experiment design geometry and thermal critical experiment spectra.
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FBR critical experiment. However, given the low 235U
density of the uranium-molybdenum fuel as compared
to the molybdenum-free HEU driver, the two proposed
critical experiment designs offer adequate molybdenum
sensitivity.

As with the fast spectrum designs, the thermal critical
experiment systems were modeled in SCALE to take
advantage of its TSUNAMI sensitivity and uncertainty
package. Figure 6 gives the sensitivity per unit lethargy
for 97Mo for both thermal spectrum critical experiment
designs as well as the most thermalized ORNL FBR
critical experiment.

Both thermal critical experiment designs demonstrate
low sensitivity to the molybdenum isotopes at high
energies and significant sensitivity at thermal and res-
onance energies. The Thermal critical experiment design
overall demonstrates lower sensitivity to the molybdenum

isotopes, as there are simply few molybdenum atoms in the
system as compared to the two other thermal critical
experiments. However, the Thermal Maximum critical
experiment demonstrates high levels of sensitivity to the
molybdenum isotopes, especially throughout the res-
onance region.

IV. COVARIANCE DATA GENERATION

The ENDF data format includes two means of
recording energy-wise cross-section covariance data:
parameter-wise covariance data in File 32 and groupwise
covariance data in File 33 (Refs. 3 and 4). Both of these
file formats have advantages, and they must generally be
used in tandem to fully describe an isotope’s cross-section
uncertainty data.

Fig. 5. Molybdenum-97 total cross-section sensitivity (%/%) for fast spectra critical experiment designs.

Fig. 6. Molybdenum-97 total cross-section sensitivity (%/%) for thermal spectra critical experiment designs.
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In this section, a method is demonstrated for
generating complete covariance data sets, including both
File 32 and File 33 formatted data, for the natural isotopes
of molybdenum. The retroactive covariance method of the
SAMMY R-matrix analysis code is used to generate the
resonance parameter-wise uncertainty and correlations in
File 32 from experimental data. A combination of integral
measurement uncertainty, a dispersion method, and
high-energy covariances produced with the Empire-
KALMAN code is used to generate the groupwise
File 33 covariance data.30

IV.A. Resonance Parameter-Wise Covariance Data

The primary purpose of the molybdenum measure-
ments at the RPI Linac was to generate an improved set of
resonance parameters for the molybdenum isotopes. Many
current experimental cross-section evaluations, including
those based on the RPI measurements, do not retain their
resonance parameter covariance matrix. However, the
functionality exists in SAMMY to retroactively generate
these missing covariance matrices. The first step in
generating covariances for experimental data is to
generate a fit to the experimental data using SAMMY.
This process can be lengthy, as an initial ‘‘guess’’ of
resonance parameters must be obtained, either through a
parameter estimation code or from a parameter set from a
prior evaluation. Manual adjustment of parameters and
addition of parameters for resonances that were not
included in the initial set must be undertaken over the
course of many SAMMY runs to generate the final best-fit
set of resonance parameters. For this work, however, a set
of resonance parameters derived from the experimental
data is already available.31

Therefore, to obtain a starting point for the covariance
analyses, the SAMMY results of Ref. 31 were repro-
duced. To include effects of experimental resolution and
Doppler broadening, self-shielding, and multiple-scatter-
ing events required knowledge of the experimental
conditions, detailed in Ref. 31.

IV.A.1. Analysis with SAMMY

The RPI experimental results included data for
neutron transmission from 0 to 2000 eV and for neutron
capture from 0 to 600 eV. Resonance-wise covariance
data generated from this evaluation will therefore be
limited to resonances within the energy region covered by
both transmission and capture experimental data, i.e., 0 to
600 eV.

Once this SAMMY fit was optimized to match the
RPI resonance parameter set, subsequent SAMMY runs
were completed for each isotope. In these runs the
resonance parameters for only the selected isotope in the
0- to 600-eV energy region covered by both transmission
and capture data are allowed to vary. This simulates
variations in the experimental data covariance matrix V.

Additionally, other sources of uncertainty, such as
normalization, background, and experimental setup res-
olution function were propagated using SAMMY’s
Propagated Uncertainty Parameter (PUP) feature.
Finally, the experimental covariance matrix and PUP-
treated uncertainty information were saved as the Y and W
matrices introduced in Eqs. (3) and (4).

Using the generated Y and W matrices, a final
SAMMY run was completed with the option of
generating ENDF-formatted File 32 covariance data.
These are resonance parameter-wise covariance data for
the resonances varied in the 0- to 600-eV energy range.
This energy range does not cover the entire resolved
resonance region for any of the natural molybdenum
isotopes. However, for most isotopes, it does capture the
effects of the large, low-lying resonances. While this does
not result in a perfect representation of the resonance-to-
resonance covariance data, it does produce the best
possible set of covariance data given the experimental
data available.

In order to visualize the resonance parameter
covariance data produced by the retroactive method of
SAMMY, it is helpful to convert it to groupwise
covariance data. A groupwise covariance matrix for the
total cross section in the resonance region of 97Mo is
plotted in Fig. 7 in the SCALE 44-group structure.
Current covariance data assume complete correlation
within energy regions, whereas the retroactively generated
covariance data exhibit a finely resolved correlation
structure. This is seen in the central images of Figs. 2
and 8. The uncertainty in each energy group is plotted
above the correlation matrix in Fig. 8. The vector
product of the uncertainty values and the correlation
matrix yields the covariance matrix. On average, the
resonance parameter-wise covariance data were 200
kbytes in size.

IV.B. Group Cross-Section–Wise Covariance Data

Retroactively generated resonance parameter covar-
iance matrices show significant improvement in correla-
tion data resolution as compared to current libraries that
assume total correlation across all energy ranges.
However, these covariance data often have cross-section
variances that are too low to be considered physical by
end users and are in fact below the minimum reasonable
uncertainty values defined by the Cross Section Evaluation
Working Group32 (CSEWG). This low uncertainty can
result from missing or unknown sources of uncertainty in
the retroactive covariance generation process and model
calculations. Without invalidating the normalized correla-
tion coefficients obtained as described above, it can lead to
unrealistically low variance magnitudes if the experimental
data set alone is considered.

Additionally, by definition the resonance parameter
covariance matrix applies only to the resolved resonance
region as defined by its parameters. Other covariance data
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will be needed in the unresolved resonance region and
high-energy region. The end goal then is to couple the
improved fidelity correlations of the retroactive resonance
parameter covariance matrix with reasonable uncertainty
values from independent sources and to provide covar-
iance data throughout all energy regions of interest.

To accomplish this, we incorporated uncertainty
data from three additional sources: integral measure-
ments at thermal and resonance energies; a dispersion
analysis of select general-use nuclear data libraries in
the resonance region; and currently used high-energy,
low-fidelity covariances generated at BNL using the
Empire-KALMAN code. These uncertainty data were

tabulated in ENDF File 33 format, which provides a
means of recording energy groupwise covariance data.

IV.B.1. Integral Measurement Uncertainty

Integral measurement uncertainties are tabulated in
the Atlas of Neutron Resonances (the Atlas) and provide
an additional connection with uncertainty data from
experimental sources.33 The most important quantities
included in the Atlas for this work are

1. thermal cross sections (total, capture) with
uncertainties

Fig. 7. Molybdenum-97 total retroactive resolved resonance covariance.
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2. scattering radii, with uncertainties

3. resonance integrals (capture), with uncertainties.

These values can serve as a check of the reason-
ableness of calculated uncertainty data, as well as
provide direct cross-section uncertainty data in the

Fig. 8. Covariance data generation work flow.
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thermal energy region for evaluations with missing
sources of uncertainty.

Table III summarizes key integral uncertainty values
for the natural molybdenum isotopes.

In constructing File 33, the first three columns of
Table II were used to determine the diagonal values of the
covariance matrix in the thermal energy region, from
10{5 to 0.05 eV, for total, capture, and scattering
interaction cross sections respectively, for energy groups
where the File 32 covariance data reported an uncertainty
below the acceptable limits as defined by the CSEWG.

IV.B.2. Dispersion Method

To provide an independent source of uncertainty data,
the National Nuclear Data Center has taken to considering
the dispersion between evaluations when generating
covariance libraries. Dispersion methods consider the
dispersion between evaluations as a further basis for
uncertainty estimation. The concept is that the spread
between independently evaluated cross sections from the
major data libraries reflects the true opinion of the
international community of evaluators with respect to the
cross-section precision.17,34,35 Advantages of this process
include relative simplicity and ease of use, as well as
transparency. The dispersion method of estimating cross-
section uncertainty data has come under criticism because
it does not derive directly from experimental data but
rather from evaluated data that themselves are an
amalgamation of adjusted experimental measurements
and interaction model predictions. But, the dispersion
method is used here only to supplement the resonance-
wise covariances generated from experimental data, not as
a stand-alone source of uncertainty data.

In order to complete a dispersion method analysis for
natural molybdenum isotopes, six modern general-use
cross-section libraries available through the Nuclear
Energy Agency’s online data bank were selected. Those
libraries were ENDF/B-VII.1, JEFF-3.1.2, JENDL-4.0,
RUSFOND-2010, CENDL-3.1, and TENDL2012 (Refs.
36, 37, and 38).

Total, capture, and elastic scattering cross sections for
all natural isotopes of molybdenum from each of the
above libraries were collapsed to the SCALE 44-group
structure. The groupwise relative standard deviation
across the independent evaluations was then calculated.
The diagonal values of the covariance matrix in the
resonance energy region, from 0.05 eV to 25 keV, were
then matched to these calculated values using a
combination of File 33 and File 32 formatted covariance
data for their respective interactions where the File 32
covariance data alone reported an uncertainty below the
acceptable limits as defined by the CSEWG.

IV.B.3. Empire-KALMAN High-Energy Covariances

In the high-energy region, model-based covariances
have been generated using the coupled Empire-KALMAN
code at BNL. This code operates similarly to SAMMY
and generates covariance data based on parameters of
high-energy region interaction models.39 KALMAN is a
Bayesian code based on the theory of the Kalman filter,
which can estimate covariances by combining experi-
mental uncertainties and correlations with theoretical
predictions.

These are the highest-fidelity uncertainty and covar-
iance data available for the high-energy region of the
molybdenum isotopes and is currently included in ENDF/
B-VII.1. The uncertainty values reported by BNL were
assigned as the diagonal values of the covariance matrix
in the high-energy region, from 25 keV to 20 MeV. On
average, the group cross-section–wise covariance data
required *15 kbytes of space.

Through this combination of integral measurement
uncertainty, dispersion method analysis, and the high-
energy covariances of the Empire-KALMAN code, a
complete set of covariance data of reasonable variance
magnitude spanning 10{5 eV to 20 MeV was generated
for the natural molybdenum isotopes. Figure 8 provides a
work-flow overview for the various sources of uncertainty
information and how they were combined. Figure 9
provides an example of the results generated through this

TABLE III

Integral Uncertainties for Natural Molybdenum Isotopes from Ref. 33

Thermal Total Cross Section Thermal Capture Scattering Radius Resonance Integral

92Mo 2.33% 25.00% 2.86% N/Aa

94Mo 2.06% 17.65% 2.90% N/A
95Mo 5.70% 2.24% 2.86% 5.93%
96Mo 1.86% 40.00% 2.88% 17.65%
97Mo 2.12% 9.09% 2.90% 20.83%
98Mo 2.20% 4.62% 2.90% 4.48%

100Mo 2.11% 1.51% 2.90% 3.99%

aN/A 5 not available.
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work flow. Off-diagonal correlation will be regained by
combining the retroactively generated File 32 data with
the diagonal File 33 data. Apparent correlation at thermal
energies is due to round-off error from NJOY processing.

Figure 10 shows the complete improved covariance
library (File 32 and File 33 combined) for 97Mo.
Groupwise covariance data are utilized in the high-energy
and unresolved resonance regions, while a combination of
groupwise and parameter-wise covariance data is utilized
in the resolved resonance region. The combination of
parameter-wise and groupwise covariance data in the
resonance region was done on the basis of a comparison
to the CSEWG guidelines on acceptable minimum

uncertainty from Ref. 32. When the parameter-wise
uncertainty (collapsed to the same group structure as
used for the File 33 data) for a given energy group was
greater than or equal to the minimum uncertainty as
dictated by Ref. 32, the File 32 data were used. When the
parameter-wise uncertainty data for a given energy group
was less than the CSEWG guidelines, the groupwise
covariance data were modified so that the combination of
parameter-wise and groupwise uncertainty data matched
the integral measurement uncertainty or dispersion
method uncertainty for that energy group. The combined
File 32 and File 33 formatted covariance library for the
molybdenum isotopes can now be used in sensitivity and

Fig. 9. Molybdenum-97 total File 33 variance.
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uncertainty studies of the designed uranium-molybdenum
foil fuel form critical experiments.

IV.C. Analytical Comparison of Low-Fidelity and
Improved Molybdenum Covariance Data

The improved fidelity molybdenum covariance
library generated is tied to the set of resonance parameters
reported by RPI through the File 32 covariances. The first
step toward comparing the new molybdenum covariance
data against the existing library was then to incorporate
those resonance parameters and covariance information
into an ENDF/B formatted file.

As before, ENDF/B-VII.1, JEFF 3.1.1, and JENDL
4.0 evaluated nuclear data files were selected as the basis
for the molybdenum nuclear data. The RPI experimental
resonance parameters and File 32 and File 33 covariance
data for total, elastic scattering, and capture reactions were
inserted into the appropriate data files. Additionally, the
current low-fidelity covariance data for the inelastic
scattering and (n,2n) reactions was inserted into the JEFF
3.1.1 and JENDL 4.0 nuclear data files in order to ensure a
one-to-one comparison with the ENDF/B-VII.1 nuclear
data files, which already included these covariance data.

After combining the nuclear data files with the RPI
resonance parameters and improved covariance data, the

Fig. 10. Molybdenum-97 total cross-section improved covariance data.
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SCALE module TSUNAMI regenerated the sensitivity
profiles for the molybdenum sensitive critical experiments
from the ICSBEP Handbook and the ORNL FBR
program for each of the evaluated nuclear data libraries.
The SCALE module TSURFER was then used with the
regenerated sensitivity profiles and ENDF-, JEFF-, and
JENDL-based covariance libraries to calculate the good-
ness of fit between the calculated results using the cross-
section data and the reported experimental results.

TSURFER reports its goodness-of-fit metric in terms
of the value of chi squared (x2) per degree of freedom. In
order to maintain consistency across the set of experi-
mental data, the SCALE manual recommends a maximum
x2 value per degree of freedom of 1.2. This sets the
bounds of possible cross-section adjustment in terms of
the cross-section covariance data. In order to achieve this
maximum x2 value, TSURFER eliminates experimental
responses until x2 per degree of freedom is less than 1.2.
The individual experimental responses make up the
degrees of freedom. Table IV compiles the goodness-of-
fit results of the described TSURFER runs.

Based on its closest fit to the experimental data,
JENDL 4.0 was selected as the basis for the cross-section
and covariance data moving forward.

IV.C.1. Goodness-of-Fit and Bias Comparison

Care must be taken when comparing covariance data
sets when differences in cross-section data are also
present. In the case at hand, cross-section differences
play a role in the form of the RPI resonance parameters.
Further details of these cross-section differences can be

found in Ref. 30. If the RPI parameters are assumed to be
superior to the current set of resonance parameters in
ENDF/B-VII.1 (unchanged from ENDF/B-VII.0 and used
in the default SCALE 238-group library), then calculated
multiplication factors should better match reported experi-
mental values, and TSURFER should report a reduced bias,
regardless of covariance data used. Similarly, if the high-
fidelity covariance data are a more accurate reflection of the
general uncertainty associated with molybdenum cross-
section data, then TSURFER should report a reduced bias
when the high-fidelity covariance data are used, regardless of
cross-section data. However, this assumption may be
complicated by the fact that the high-fidelity covariance
data are tied to the RPI resonance parameters through the
File 32 covariance data. Finally, when both the superior
cross-section data (RPI resonance parameters) and improved
covariance data are used, the lowest bias should be obtained.
Tables V through VIII summarize the TSURFER bias
results for the combinations discussed above.

Tables V through VIII list effective and absolute bias
values for each proposed critical experiment design. The
effective bias is the sum of all the biases from the
individual (isotope, reaction) pairs possible in the experi-
ment. The signs for these biases can be positive or negative
and can therefore cancel each other out in the effective bias.
The absolute bias is the sum of the absolute values of the
individual biases. For ease of comparison, Fig. 11 compiles
the last column of Tables V through VIII.

As can be seen in Fig. 11, there is generally a
reduction in bias when the JENDL-based cross-section
data are used, indicating that the combination of RPI
resonance parameters and JENDL cross-section data is an

TABLE IV

x2 for ENDF, JEFF, and JENDL

ENDF JEFF JENDL

x2 per degree of freedom 2.336E z 00a 2.707E z 00 1.195E z 00

aRead as 2.336|1000.

TABLE V

TSURFER Bias: ENDF/B-VII.1 Cross Sections and Low-Fidelity Covariance Data

Name
Calculated
keff Value

Initial
Standard
Deviation

Adjusted keff
Value

Adjusted
Standard
Deviation

Effective
Bias Absolute Bias

Fast Bare 9.9779E-01a 1.07E-02 9.9953E-01 2.77E-03 {1.74E-03 1.20E-02
Fast Reflected 9.9870E-01 2.04E-02 1.0121Ez00 5.09E-03 {1.34E-02 1.75E-02
Thermal Standard 9.9871E-01 4.89E-03 9.9874E-01 2.12E-03 {3.48E-05 8.03E-03
Thermal Maximum 9.9687E-01 5.96E-03 9.9632E-01 4.17E-03 5.50E-04 5.65E-03

aRead as 9.9779|10{01.
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improvement on the ENDF/B-VII.1 data. The comparison
of covariance libraries is less clear-cut: For the fast
spectrum results, the bias is slightly reduced for the low-
fidelity covariance data set, while for the thermal spectrum
cases, the bias is reduced for the improved covariance case.
To reiterate, only the molybdenum isotope cross-section
data and covariance data vary among the above cases; all
other cross-section and covariance data are constant.

Isolating the bias associated specifically with molyb-
denum can lead to a clearer understanding of the impact
of the improved covariance data. Figures 12 through 15
compile the total absolute bias for each molybdenum
isotope for each combination of cross-section and

covariance data for each proposed critical experiment
design. It should be noted that even the current low-fidelity
covariance data perform reasonably well. However, in all
cases and for all the molybdenum isotopes, using the
improved covariance data in conjunction with the RPI
resonance parameters reduces the absolute bias as
compared to the current cross-section data and covariance
data. Additionally, for a clear majority of the molybdenum
isotopes across the four experiment designs, the absolute
bias is reduced when compared against the case where the
RPI parameters and current low-fidelity data are used.

Finally, Fig. 16 displays the total absolute bias for
elemental molybdenum across the four proposed critical

TABLE VI

TSURFER Bias: ENDF/B-VII.1 Cross Sections and High-Fidelity Covariance Data

Name
Calculated
keff Value

Initial
Standard
Deviation

Adjusted keff
Value

Adjusted
Standard
Deviation

Effective
Bias Absolute Bias

Fast Bare 9.9779E-01a 1.07E-02 9.9967E-01 2.77E-03 {1.88E-03 1.28E-02
Fast Reflected 9.9870E-01 2.04E-02 1.0133Ez00 4.98E-03 {1.46E-02 1.89E-02
Thermal Standard 9.9871E-01 4.89E-03 9.9878E-01 2.12E-03 {7.00E-05 7.94E-03
Thermal Maximum 9.9687E-01 5.96E-03 9.9654E-01 2.75E-03 3.36E-04 5.32E-03

aRead as 9.9779|10{01.

TABLE VII

TSURFER Bias: RPI Resonance Parameters and Low-Fidelity Covariance Data

Name
Calculated
keff Value

Initial
Standard
Deviation

Adjusted keff
Value

Adjusted
Standard
Deviation

Effective
Bias Absolute Bias

Fast Bare 9.9795E-01a 1.07E-02 1.0001Ez00 2.80E-03 {2.13E-03 3.64E-03
Fast Reflected 9.9860E-01 2.03E-02 9.9805E-01 4.88E-03 5.57E-04 3.72E-03
Thermal Standard 9.9828E-01 4.91E-03 1.0029Ez00 2.13E-03 {4.66E-03 4.07E-03
Thermal Maximum 9.9765E-01 5.11E-03 1.0014Ez00 4.22E-03 {3.76E-03 4.63E-03

aRead as 9.9795|10{01.

TABLE VIII

TSURFER Bias: RPI Resonance Parameters and High-Fidelity Covariance Data

Name
Calculated
keff Value

Initial
Standard
Deviation

Adjusted keff
Value

Adjusted
Standard
Deviation

Effective
Bias Absolute Bias

Fast Bare 9.9795E-01a 1.07E-02 1.0001Ez00 2.80E-03 {2.17E-03 3.71E-03
Fast Reflected 9.9860E-01 2.03E-02 9.9803E-01 4.75E-03 5.77E-04 3.74E-03
Thermal Standard 9.9828E-01 4.91E-03 1.0029Ez00 2.13E-03 {4.65E-03 3.98E-03
Thermal Maximum 9.9765E-01 5.11E-03 1.0015Ez00 2.78E-03 {3.82E-03 4.59E-03

aRead as 9.9795|10{01.
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Fig. 11. Absolute bias comparison across experiment
designs and nuclear data sets.

Fig. 12. Molybdenum isotope bias comparison across
nuclear data sets for Fast Bare critical experiment design.

Fig. 13. Molybdenum isotope bias comparison across
nuclear data sets for Fast Reflected critical experiment design.

Fig. 14. Molybdenum isotope bias comparison across
nuclear data sets for Thermal critical experiment design.

Fig. 15. Molybdenum isotope bias comparison across
nuclear data sets for Thermal Maximum critical experiment
design.

Fig. 16. Total molybdenum bias.

18 VAN DER HOEVEN et al.

NUCLEAR SCIENCE AND ENGINEERING VOL. 179 JAN. 2015



experiment designs and four combinations of cross-section
and covariance data. The clear trend is a reduction in bias
associated with molybdenum due to the use of improved
cross-section and covariance data. Even the Fast Bare
critical experiment, which has the lowest neutron popu-
lation in the thermal and resonance regions, demonstrates a
significant reduction in molybdenum isotope–related bias.

While the above discussion of absolute biases
strongly indicates a qualitative improvement in the
covariance data, it would still be possible for reduced
absolute biases to appear with poorer covariance data if
the goodness of fit of the calculated to experimental
results due to the cross-section changes generated by
TSURFER was also degraded. Table IX gives the x2 per
degree of freedom measure of goodness of fit as reported
by TSURFER for the four possible combinations of
cross-section data and covariance data. JENDL/RPI XS
refers to the cross-section data generated by inserting the
resonance parameters from Ref. 31 in JENDL4.0
evaluated data files, while ENDF/B-VII.1 refers to the
cross-section library currently used in the SCALE code
package. Similarly, HIFI COV refers to the improved set
of molybdenum covariance data generated as detailed
previously, while LOFI COV refers to the existing low-
fidelity molybdenum covariance data currently used in the
SCALE code package. As seen with the absolute bias
data, a significant improvement in goodness of fit is
achieved through the improved cross-section data, and
another slight improvement to the goodness of fit is
observed when both the improved cross-section data and
improved covariance data are used in conjunction.

An additional challenge to ascertaining the impact of
the new molybdenum covariance data arose due to the high
uncertainty in the 235U high-energy capture cross section,
combined with the high sensitivity to this cross section that
all 235U-fueled systems exhibit. The TSURFER adjustments
to this cross section often dwarfed those of the molybdenum
isotopes. Improvement in the high-energy 235U capture cross
section would be beneficial for all sensitivity and uncertainty
studies similar to those demonstrated here.

V. CONCLUSIONS

The primary objective of this paper was to demonstrate
a novel means to generate a new improved fidelity set of

cross-section covariance data for the natural molybdenum
isotopes utilizing an elemental cross-section evaluation.
A key intended application of these covariance data was the
modeling of systems using a new uranium-molybdenum–
alloy fuel form for use in research and test reactors.

The Bayesian analysis code SAMMY was used to
generate uncertainty correlation data throughout the
resolved resonance region for each of the molybdenum
isotopes. These data were stored using the ENDF File 32
covariance data format. Additionally, integral uncertainty
measurements, a dispersion method analysis, and high-
energy covariances generated at BNL were incorporated
to ensure the new covariance data satisfied the require-
ments set forth by the CSEWG. These data were stored
using the ENDF File 33 covariance data format.

A series of critical experiments was proposed as
a means to compare the performance of the new
molybdenum covariance data to the existing low-fidelity
molybdenum covariance data. These critical experiments
feature the new intermediate enrichment uranium-
molybdenum–alloy fuel form.

The newly generated improved molybdenum covar-
iance data library was used in a sensitivity and uncertainty
study of existing molybdenum sensitive critical experi-
ments and the proposed critical experiment series. When
coupled with JENDL 4.0 cross-section data, the improved
covariance data provided the best fit to the existing critical
experiment data while simultaneously reducing the com-
putational bias associated with the molybdenum isotopes as
compared to the existing low-fidelity covariance data.
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INTRODUCTION 

 
AMPX[1] is a cross-section processing code capable 

of generating multigroup and continuous energy cross- 
section libraries for use with a wide variety of modern 
transport codes. For example, AMPX can use ENDF/B 
files to generate cross-section libraries formatted for use 
with the Standardized Computer Analyses for Licensing 
Evaluations (SCALE) system.a 

The AMPX module POLIDENT is used to generate 
continuous energy cross-section libraries from ENDF/B 
file data. The module is capable of generating energy-
differential cross-section libraries from resonance 
parameters using one of several available R-matrix 
approximations, including Single- and Multi-level Breit-
Wigner, Reich-Moore, Adler-Adler, and R-Matrix 
Limited (RML) formalisms. If the double-differential 
cross section is needed, the AMPX module Y12 is 
responsible for performing the reconstruction, but does 
not currently utilize the RML formalism. 

Approximations like Single and Multi-level Breit-
Wigner do not allow inclusion of threshold reactions like 
inelastic scattering or  production, therefore new 
evaluations use the more rigorous RML formalism.  

These newer evaluations also allow for the use of 
resonance parameters to calculate a more precise double-
differential cross section than can otherwise be given by 
older ENDF/B evaluations. A new AMPX library module 
has been created that will allow calculation of the double-
differential cross section from resonance parameters in 
the resolved resonance region using the RML formalism.  

 
R-MATRIX ANGULAR DISTRIBUTION 
FORMULATION 
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R-matrix theory is most easily expressed in terms of 
channels, where we have defined a channel to include a 
complete description of the particle pair as well as the 
other information pertaining to interaction between the 
two particles. In accordance with the SAMMY notation 
[2], a channel is completely defined as   

, where  defines the particle-pair for the 
channel (including masses, charges, spins, parities, Q-
value, etc.),  is the associated parity of the particle pair 
defined by ,  represents the channel spin, and  is the 
total angular momentum.  

In the work by Blatt and Biedenharn [3], it was 
shown that the angular distribution cross section in the 
center-of-mass system can be expressed in terms of the 
product of Legendre polynomials and their associated 
collision-matrix dependent coefficients.  

 
  (1) 

 
In Eq. (1), we have again used notation consistent 

with the SAMMY manual [2]. Here,   
 identifies the cross section under consideration,  is 

the Legendre polynomial of degree ,  is the angle of the 
outgoing particle relative to the incident particle in the 
center-of-mass system.  The associated coefficients  
are defined by an expression which is dependent on the 
collision matrix, the intrinsic spins of the projectile and 
target under consideration, the wave number associated 
with particle-pair , and a geometric factor that is a 
function of several quantum numbers  and the chosen 
Legendre degree:  
  

        (2) 
 
The collision matrix, , seen in Eq. (2) can be written 

as 
 

     (3) 
 



The matrix , as given in Eq. (3), contains the R-
matrix, and may be written as 

  
     (4) 

 
We now see that the collision matrix defined in Eq. 

(3) is defined by the R-matrix, the potential scattering 
phase shifts (accounted for in ), the penetrability ,  and 

, a matrix defined in terms of the penetrability, shift 
factor, and arbitrary boundary constant at the channel 
radius. However, in practice, the presented formulation is 
computationally unstable. A more computationally stable 
formulation consists of substituting another matrix, , for 
the matrix  such that 

 
     (5) 

 
Making the substitution in Eq. (5), we find that  is 

given by 
  

   (6) 
 
COMPARISON TO SAMMY RESULTS 
 

In order to verify that the new AMPX library module 
was functioning as intended, test cases were run with 
SAMMY and the module extension, and the results were 
compared. For testing, two different isotopes and energy 
ranges were used in the comparison, namely 19Fand 16O. 
The energy grid was generated by SAMMY; in the future, 
the library module will be connected to the AMPX code 
that generates the grid. For these two isotopes, a variety of 
reaction channels is open; the neutron interaction with 19F 
has two inelastic channels starting at 110 keV and 197 
keV, respectively. For 16O there is an  reaction 
starting near 2.4 MeV.  The energy-differential and 
double-differential cross-section values for these reactions 
were compared between the two codes for both 19F and 
16O. 
 
Energy-Differential Cross-Section Comparison 
 
19F Results 

 
Using SAMMY and the new library module, the 

neutron capture, elastic, and inelastic cross sections of 19F 
were generated from the ENDF/B File 2 resonance 
parameters.  The capture, elastic scattering, and inelastic 
scattering cross sections are shown in Figures 1, 2, and 3, 
respectively. The energy range was chosen to prominently 
display the resonant behavior of the cross section. 

 

 
 
Fig. 1. 19F capture cross section at T = 0K, as calculated 
by the new AMPX library module. 
 

 
 
Fig. 2. 19F elastic scattering cross section at T = 0K, as 
calculated by the new AMPX library module. 
 

 
 



Fig. 3. 19F inelastic scattering cross section at T = 0K, as 
calculated by the new AMPX library module. 

 
The new AMPX library module produced cross-section 
values that were in excellent agreement with the SAMMY 
reconstruction. The maximum absolute relative difference 
was on the order of 10-5, and the average absolute relative 
difference was on the order of 10-7.  
 
16O Results 

 
As before, the energy-differential neutron capture, 

elastic, and alpha production cross sections of  were 
generated from the ENDF/B File 2 resonance parameters. 
The capture, elastic scattering, and alpha production cross 
sections are shown in Figures 4, 5, and 6, respectively. As 
before, the energy range was chosen to prominently 
display the resonant behavior of the cross section.  

 
 
Fig. 4. 16O capture cross section at T = 0K, as calculated 
by the new AMPX library module. 
 

 
 
Fig. 5. 16O elastic scattering cross section at T = 0K, as 
calculated by the new AMPX library module. 

 

 
 
Fig. 6. 16O  alpha production cross section at T = 0K, as 
calculated by the new AMPX library module. 

 
As expected, the new AMPX library module produced 
results consistent with the SAMMY cross-section values. 
The maximum absolute relative difference was on the 
order of 10-4, and the average absolute maximum relative 
difference was on the order of 10-6. The cross section near 
the threshold is on the order of 10-7 barns; once the cross 
section reaches the order of 10-5 barns, the maximum 
absolute relative difference is again on the order of 10-7. 
 
Double-Differential Cross-Section Comparison 
 
19F Results 

 
The new AMPX library module and SAMMY code 

were used to generate the neutron elastic and inelastic 
double-differential cross section for 19F.  The elastic and 
inelastic double-differential  cross sections are is shown in 
Fig. 7 and Fig. 8, respectively. The double-differential 
cross-section values were computed at 850 keV. 

 
 



Fig. 7. 19F double-differential elastic cross section at T = 
0K and E=850 keV, as calculated by the new AMPX 
library module. 
 

 
 

Fig. 8. 19F double-differential inelastic cross sections at T 
= 0K and E=850 keV, as calculated by the new AMPX 
library module. 

 
As with the 19F energy-differential cross sections, the 

double-differential cross sections computed by the AMPX 
extension were found to be in excellent agreement with 
the SAMMY values. The values from each program were 
identical to within file output precision of four decimal 
digits. 

 
16O Results 

 
In addition to 19F, SAMMY and the new AMPX 

library module were used to calculate the neutron elastic 
and alpha production double-differential cross section for 
16O.  The elastic double-differential cross section is shown 
in Fig. 9, and the double-differential cross section for 
alpha production is shown in Fig. 10. The double-
differential cross-section values were computed at 5 MeV. 

 

 
Fig. 9. 16O double-differential elastic cross section at T = 
0K and E=5 MeV, as calculated by the new AMPX 
library module. 
 

 
 
Fig. 10. 16O  double-differential alpha production cross 
section at T = 0K and E=5 MeV, as calculated by the new 
AMPX library module. 
 
CONCLUSIONS 
 

In this paper, a new AMPX library module capable of 
generating energy-differential and double-differential 
cross sections from resonance parameters using the RML 
formalism has been presented. The library module has 
been fully implemented into the AMPX run-time 
environment, and is in the process of being approved for 
inclusion in future AMPX releases. The new library 
module was shown to produce results consistent with 
those of the SAMMY code package. 
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Abstract — This project seeks to allow coupling of differential and integral data evaluation in a continuous-
energy framework and to use the generalized linear least-squares (GLLS) methodology in the TSURFER
module of the SCALE code package to update the parameters of a resolved resonance region evaluation.
Recognizing that the GLLS methodology in TSURFER is identical to the mathematical description of a
Bayesian update in SAMMY, the SAMINT code was created to use the mathematical machinery of SAMMY
to update resolved resonance parameters based on integral data. Traditionally, SAMMY used differential
experimental data to adjust nuclear data parameters. Integral experimental data, such as in the International
Criticality Safety Benchmark Experiments Project, remain a tool for validation of completed nuclear data
evaluations. SAMINT extracts information from integral benchmarks to aid the nuclear data evaluation
process. Later, integral data can be used to resolve any remaining ambiguity between differential data sets,
highlight troublesome energy regions, determine key nuclear data parameters for integral benchmark
calculations, and improve the nuclear data covariance matrix evaluation. SAMINT is not intended to bias
nuclear data toward specific integral experiments but should be used to supplement the evaluation of
differential experimental data. Using GLLS ensures proper weight is given to the differential data.

Keywords — Nuclear data evaluation, differential and integral experimental data, continuous-energy
coupled.

Note — Some figures may be in color only in the electronic version.

I. INTRODUCTION

The objective of this work is to couple differential
and integral data evaluation in a continuous-energy
framework. More specifically, the goal is to use the
same methodology as the generalized linear least-
squares (GLLS) multigroup cross-section adjustment code
TSURFER, a module of the standardized computer anal-
yses for licensing applications (SCALE) code package,1 to
update the parameters of an evaluation of a resolved
resonance region directly. Recognizing that the GLLS
methodology in TSURFER is identical to the mathemat-
ical description of the simple Bayesian updating carried

out in resonance evaluation code SAMMY (Ref. 2), the
computer code SAMINT was created to help use the
mathematical machinery of SAMMY to update resolved
resonance parameters based on integral data.

The name SAMINT follows the tradition of naming
add-on codes that supplement SAMMY by using the
three-letter prefix “SAM” and a descriptive three-letter
suffix; therefore, “SAM-” for SAMMY and “-INT” for
integral.

Traditionally, SAMMY has used differential experi-
mental data (i.e., � versus Ei) to adjust nuclear data
parameters, such as resonance energies, resonance widths,
number of prompt neutrons per fission, etc. Integral
experimental data, such as in the International Criticality
Safety Benchmark Experiments Project3 (ICSBEP), have*E-mail: sobesv@ornl.gov
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remained a tool only for validation of completed nuclear
data evaluations. SAMINT can be used to extract infor-
mation from integral benchmarks to aid the nuclear data
evaluation process. Near the end of the evaluation based
on differential experimental data, integral data can be
used to resolve any remaining ambiguity between dif-
ferential data sets, guide the evaluator to troublesome
energy regions, inform the evaluator of the nuclear data
parameters most important for integral benchmark cal-
culations, and improve the nuclear data covariance
matrix evaluation.

SAMINT is not intended to bias nuclear data toward
fitting a certain set of integral experiments. Rather, it
should be used to supplement the evaluation of differen-
tial experimental data. Using the GLLS methodology
ensures that proper weight is given to the original differ-
ential data.

Section II gives an overview of the background infor-
mation necessary to discuss the topic of nuclear data
adjustments based on integral experiments. Building on
the background information, Sec. III presents the mathe-
matical arguments for the methodology developed in this
research. Section IV provides a concrete application for
the developed methodology. The conclusions and future
work are discussed in Sec. V.

II. BACKGROUND

Accurate evaluated nuclear cross-section data are
needed for radiation transport calculations for nuclear
applications. In the cross-section evaluation procedure,
data evaluators combine measured differential data with
nuclear physics models to obtain the best representation of
the measured data with covariance information. The
evaluated differential data are tested and validated
using radiation transport codes to compute measured
integral parameters (i.e., neutron multiplication factor)
in well-characterized benchmark experiments. Typi-
cally, the benchmark testing results are communicated
to the nuclear data evaluator with limited or qualitative
information that can be difficult to use to improve the
differential evaluation.

The process of differential evaluation of the resolved
resonance region is a mathematically overdetermined
problem with no exact solution. Therefore, there is much
choice left to the evaluator in seeking parameters that
minimize a certain metric. Even once an evaluation is
considered complete based on differential experimental
data, it is not unique, and other possibilities exist that may
satisfy the metrics used to determine the accuracy of the
evaluation. A complete evaluation is not unique because
the experimental data being analyzed have an associated

uncertainty. Simply put, the experimentally measured
cross-section value at every energy point is reported only
as a mean value and a standard deviation. Therefore, it is
statistically equivalent for the cross section reconstructed
from the resonance parameters to pass above or below the
mean experimental value by the same amount. This
ambiguous choice previously has been left to the evalua-
tor’s expertise.

Much of the systematic uncertainty on differential
cross-section data comes from the normalization of cap-
ture and inelastic cross-section measurements. These mea-
surements demand that the experimenter has a high degree
of knowledge of the experimental flux; unfortunately, this
is not always the case. In the best case, this results in
larger uncertainties over certain energy regions of the
experimental data. In the worst case, the experimental
cross-section data are misreported. This can be manifested
in systematically larger or smaller mean values for the
measured cross section or small uncertainty that does not
reflect the actual state of knowledge. Unlike statistical
uncertainty, systematic uncertainty can result in resolved
resonance evaluations that produce a cross section that is
too high over a large energy region. Therefore, the uncer-
tainty on the normalization of experimental data is one of
the biggest concerns in completing a new evaluation of a
resolved resonance region based on differential experi-
mental data.

Utilizing the nuclear data information from integral
experiments can assist in resolving the ambiguity between
equivalent data evaluations. Valuable information can be
extracted from well-known integral experiments and used
as a guide in the differential analysis. If the choice of
having the cross section pass above rather than below an
experimental point by the same amount results in an
overall better performance in integral benchmark calcula-
tions, it must be the correct choice in the previously
ambiguous decision.

The idea of using sensitivity and uncertainty (S/U)
analysis tools to direct differential data evaluation based
on integral parameter results is not new. The first pub-
lished record of these ideas appeared at the third Geneva
conference on the Peaceful Uses of Atomic Energy in
1964 (Refs. 4 and 5). Gandini et al.6 in 1973 gave an
example of how multigroup cross-section adjustments
based on integral experiment feedback were used for fast
reactor applications. In fact, in 1974, Pazy et al.7 sug-
gested methods for handling energy-dependent cross sec-
tions rather than multigroup data but limited to the fast
energy region.

The recent push for more comprehensive uncertainty
quantification in nuclear applications has made the idea of
integral data feedback more popular than ever. However,

2 SOBES et al. · RESONANCE PARAMETER ADJUSTMENT
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some of the current methods look to identify the areas
where an improvement in differential data uncertainty is
needed to improve integral results. For example, Aliberti
et al.8 discuss how to identify the needed uncertainties on
input nuclear data to achieve the desired uncertainty in
calculations for future nuclear system applications. More
recently, Hoblit et al.9 made progress in coupling differ-
ential and integral data analysis by suggesting a method-
ology for systematically adjusting multigroup cross
sections based on feedback from a sensitivity analysis of
integral experiments. This technique is proposed for uni-
fying reaction cross-section libraries. Palmiotti et al.10 also
proposed a similar method for systematically adjusting
multigroup cross sections based on integral experiments.
However, both of these methods go back only as far as
multigroup cross sections and limit their focus to energies
above the resolved resonance region. Moreover, only
single-dimensional cross-section data (i.e., cross section
versus energy, not differential cross section with respect
to angle or double differential cross section with respect to
angle and energy) can be adjusted based on existing
techniques.

For ease of discussion, we will contrast our pro-
posed methodology in Sec. III to a traditional multi-
group cross-section adjustment methodology using the
SCALE6 codes TSUNAMI and TSURFER. The tradi-
tional analyses have been carried out in two parts: first,
the sensitivity of each material is evaluated in every
integral benchmark experiment using the TSUNAMI
module of SCALE6. TSUNAMI is a module of SCALE6
that is capable of calculating the sensitivity of the keff of a
system to every isotope in the problem using perturbation
theory. Second, the TSURFER module of SCALE6 is
used. The TSURFER code package is a GLLS code that
can perform global differential data adjustments simulta-
neously to identify the data deficiencies for integral
benchmark calculations. TSURFER provides the requisite
quantitative information, thereby identifying specific dif-
ferential data changes that improve agreement with inte-
gral calculations. Specifically, TSURFER performs GLLS
computations for a selected set of integral experiments. In
this approach, the keff or other integral responses are cal-
culated using neutron transport codes with multigroup
nuclear data processed from evaluated differential data.
TSURFER uses sensitivity coefficients, within the accu-
racy of first-order sensitivity theory, to solve for a set of
nuclear data adjustments that cause the calculated integral
parameters to agree with their experimental values.

In the proposed methodology, systematic adjustment
of the resonance parameters and covariance data is pos-
sible. Admittedly, the mathematical framework used for
implementation of the methodology proposed here is not

as advanced as has been published recently for model
adjustment based on integral experiments.11–14 However,
in this work, a specific focus is made on preserving the fit
to the original differential experimental data. The recon-
structed continuous-energy cross section only changes
within the experimental uncertainties in such a way as to
improve both the differential and integral data fits. Fur-
thermore, because it is the resonance parameters that are
systematically changed because of the integral data feed-
back, the multidimensional cross-section data (i.e., differ-
ential and double-differential cross sections) are implicitly
adjusted to reflect the identified inconsistencies between
the differential and integral data. In this research, the
unprecedented resonance analysis capability (SAMMY) is
coupled with the S/U analysis tool (CE TSUNAMI-3D),
thereby enabling the data evaluator to address specific
advanced fuel cycle application needs.

III. METHODOLOGY

The CE TSUNAMI-3D module of the SCALE6 code
package is vastly different from its predecessor,
TSUNAMI-3D. CE TSUNAMI-3D computes the neutron
transport calculation using continuous-energy Monte
Carlo simulations and calculates the sensitivity coeffi-
cients using either the iterated fission probability method-
ology or the CLUTCH methodology.15 In the end, CE
TSUNAMI-3D is able to produce binned sensitivity coef-
ficients of the integral system eigenvalue to the different
reaction cross sections. We define the relative sensitiv-
ity coefficient Sijn of the eigenvalue ki of system i with
respect to partial cross section �j(E) for reaction j in
energy bin n as

Sijn �
�ki /ki

���j (E)�n /��j (E)�n

. (1)

In the SAMMY Bayesian updating process, the deriv-
ative of the continuous-energy reaction cross section �j(E)
with respect to resonance parameter Pt is needed and
therefore, is calculated by SAMMY. We define this deriv-
ative as

Gjt (E) �
��j (E)

�Pt

. (2)

A very fine energy mesh can be used for the calcu-
lations, allowing the following two approximations:

�j (En) � ��j (E)�n (3)

and

RESONANCE PARAMETER ADJUSTMENT · SOBES et al. 3
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Gjt (En) �
��j (E)

�Pt

�
���j (E)�n

�Pt

, (4)

where the variable En corresponds to the average energy
of the energy bin n. The sensitivity of the integral system
eigenvalue ki to the resonance parameter Pt is then

�ki

�Pt

� �
j

�
n

ki

�j (En)
SijnGjt (En) . (5)

We have already pointed out in Sec. I that TSURFER
and SAMMY use the same mathematical model—the
GLLS methodology—to make their updates. The GLLS
methodology is independent of the physics of the prob-
lem. All one needs is a set of a priori parameters, an a
priori covariance matrix, a vector of derivatives of the
theory with respect to the parameters and a set of exper-
imental data, and an associated covariance matrix.

We will use the SAMMY nomenclature to introduce
the mathematical GLLS equations, and then we will
describe what each of the mathematical variables corre-
sponds to for SAMMY and TSURFER. Finally, we will
present the basic linear algebra that went into SAMINT to
use the SAMMY mathematical machinery to update res-
onance parameters based on integral data without any
changes to the underlying SAMMY machinery.

The GLLS equations in SAMMY are written and
calculated as follows:

M � � (M�1 � W)�1 , (6)

W � GtV�1G , (7)

P � � P � M �Y , (8)

and

Y � GtV�1(D � T) , (9)

where

P � parameters (1 � number of parameters)

D � data (1 � number of energy points)

T � theory, theoretical data evaluation (1 � number
of energy points)

G � derivative of the theory, T, with respect to the
parameters, P (number of parameters � number
of energy points)

M � parameter covariance matrix (number of
parameters � number of parameters)

V � data covariance matrix (number of energy
points � number of energy points).

The variables are defined in the mathematical context as
above, and primes indicate posterior values (the size of
each variable is indicated in parentheses).

The variables W and Y are simply intermediate values
in the GLLS equations. Note that this is not the only
possible representation of the GLLS equations.
TSURFER presents the GLLS equations in its own
nomenclature. However, all of the variants can be analyt-
ically shown to give the same results.

TSURFER, in its current state, operates in the multi-
group formalism and applies changes to multigroup one-
dimensional reaction cross sections. Let us imagine that
we had a continuous-energy TSURFER code (let us call it
CE TSURFER in italicized font to remind ourselves that it
is only a hypothetical code) that changed resonance
parameters instead of multigroup cross sections. The vari-
able P above would then be the resonance parameters, and
the variable M would be the resonance parameter covari-
ance matrix. The definitions of these two variables are
then exactly the same as in SAMMY. Therefore, only
three differences for the above variables would remain
between the definitions of SAMMY and the hypothetical
code CE TSURFER (Table I).

Notice that redefining the three variables described in
Table I only affects the calculation of the intermediate
variables W and Y from the GLLS equations. The code
SAMMY has an option to read in previously generated W
and Y matrices and perform the resonance parameter
update based on Eqs. (6) and (8). Therefore, SAMINT
functions by reading in Gjt and �(Ei) from SAMMY,
combining them with Sijn and ki from CE TSUNAMI-3D
and combining them as described above to calculate

TABLE I

Differences Between SAMMY and the Hypothetical Code CE TSURFER in the Definition of the GLLS Variables

GLLS SAMMY CE TSURFER

G Gjt �ki/�Pt

V Differential data covariance matrix Integral data covariance matrix
(D � T) Disagreement in partial cross sections Disagreement in eigenvalues

4 SOBES et al. · RESONANCE PARAMETER ADJUSTMENT
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�ki /�Pt. Additionally, SAMINT reads ke � �ke and an
integral data correlation matrix and calculates the W and Y
matrices as

W � � �ki

�Pt
�t

(�keCkk�ke)�1� �ki

�Pt
� (10)

and

Y � � �ki

�Pt
�t

(�keCkk�ke)�1(ke � kc) , (11)

where

Ckk � integral experiment correlation matrix

ke � experimentally measured eigenvalues with
their associated one-standard-deviation
uncertainty

�ke, kc � calculated eigenvalues.

III.A. Iterative Procedure

The GLLS procedure involves a linearity assumption,
which greatly restricts its area of application. In other
words, if the initial guess is not close to the correct
answer, the GLLS procedure may diverge. In SAMMY,
an iterative procedure is described to help alleviate some
of the restrictiveness of the linearity assumption. This is
necessary because in our problem, we are faced with two
nonlinearities:

1. The cross sections are not linearly dependent on
the resonance parameters.

2. The calculated eigenvalues generally are not
strictly linearly dependent on the cross sections.

In this section, we reformulate the iterative procedure
described in Sec. IV.A.3 of the SAMMY user’s manual in
terms of our choice of variables. Note that this iterative
capability takes SAMMY and SAMINT beyond the math-
ematical realm of TSURFER, which only implements the
noniterative form of the GLLS equations with the previ-
ously described convergence problems.

In the linearity assumption, the Taylor series expan-
sion around the prior value P is made. However, if instead
the Taylor expansion is taken not around the prior value
but rather around the new value P=, an iterative scheme
can be developed with P � P(0) and P= � P(n), that can
alleviate the restrictions of the linearity assumption. The
iterative procedure for resonance parameter adjustment
for iteration n, can be shown to be

M (n�1) � (M (0)�1 � W (n))�1 , (12)

W (n) � ( �k
�P (n) )

t

(�keCkk�ke)�1( �k
�P (n) ) , (13)

P (n�1) � P (0) � M (n�1)Y (n) , (14)

and

Y (n) � ( �k
�P (n) )

t

(�keCkk�ke)�1

� �ke � kc
(n) � ( �k

�P (n) )(P (0) � P (n))	 . (15)

Therefore, to iterate, we need to perform the follow-
ing changes:

1. Evaluate the derivative of the eigenvalue of each
integral experiment at the intermediate resonance param-
eter values P(n).

2. Include the additional term in the last equation in
the square braces.

3. Remember to provide the initial resonance param-
eters and covariance matrix even though the derivatives are
evaluated at the intermediate resonance parameter values.

To be correct, one must regenerate the cross-section
libraries and all of the sensitivity data files for each iter-
ation of the resonance parameters, such that the term
�k/�P(n) is properly represented.

III.B. Predicted Posterior Eigenvalue

It is possible to predict the posterior eigenvalue if the
behavior of the integral benchmarks is exactly linear with
respect to the affected resonance parameters. As we have dis-
cussed above, the linearity assumption is valid only for small
changes in resonance parameters. If any significant changes
occur, the linearity assumption will most likely be violated, and
the subsequent neutronics calculations will not reproduce the
predicted posterior eigenvalue. For this reason, we term the
posterior eigenvalue as the predicted eigenvalue. The predicted
eigenvalue kp

(0) for the noniterative case is given by

kp � kc � ( �k
�P )(P� � P) . (16)

By visual inspection, we see that the same equation is
true for the kp

(n�1) eigenvalue from the iterative case with
the exception that we must add a correction to kc:

kp
( n�1) � �kc

(n) � ( �k
�P (n) )(P (0) � P (n))	

� ( �k
�P (n) )(P (n�1) � P (0)) . (17)

RESONANCE PARAMETER ADJUSTMENT · SOBES et al. 5
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Equation (17) can be simplified to

kp
( n�1) � kc

(n) � ( �k
�P (n) )(P (n�1) � P (n)) . (18)

IV. RESULTS

In this section, we present an exercise calculation for
the methodology introduced above. It is important to note
that this demonstration calculation was not used to influ-
ence the 56Fe resonance evaluation in any way. On the
other hand, this problem is quite suitable for a code-to-
code comparison.

The SAMINT code was used to adjust the evaluation
of the resolved resonance region of 56Fe, which previously
had given discrepant results when used in integral bench-
mark calculations. Four integral experiments from
ICSBEP were selected for the task. Table II gives the
descriptive name of the four experiments as well as their
titles in ICSBEP nomenclature.

In the analysis based on the integral data, all of the
gamma widths in the evaluated resolved resonance region
of 56Fe above 450 keV were varied. Also, both of the
widths associated with the inelastic channels were varied.
A total of 1190 resonance widths were varied. These were
the only resonance parameters that were deemed to be
of importance by the evaluator. The entire evaluated
resolved resonance region, 10�5 eV to 2 MeV, was con-
sidered, and an initial relative uncertainty of 0.1 was set
for all varied resonance parameters.

Table III presents the computed k-eigenvalue divided
by the experimental k-eigenvalue (C/E) before and after
the resonance parameters were adjusted using SAMINT
as well as the posterior k-eigenvalue predicted by
SAMINT based on the linearity assumption. For this dem-
onstration calculation, the desired k-eigenvalue for all four
experiments was set to unity with 1 mk (100 pcm) uncer-
tainty. The keff values of the four integral experiments
were modeled as uncorrelated in this example. In the

practical application of the SAMINT code, the known
experimental correlations and uncertainties should be
entered.

The updating procedure produced the desired results
of satisfying the integral benchmark calculations while
maintaining a good fit of the differential data. Figures 1
and 2 present the reconstructed cross section, before and
after the adjustment, on top of the differential experimen-
tal data used to come up with the evaluation before the
integral data adjustment. These figures show how the
information from the integral experiments can be used to
make minor adjustments in the continuous-energy cross
section that are beyond the resolution of the differential
experimental data. Figure 1 shows a segment of the inelas-
tic cross section plotted on top of differential experimental
data of Negret et al.16 Figure 2 shows a different segment
of the inelastic cross section plotted on top of differential
experimental data of Perey et al.17 Only these two energy
segments are shown because these are the only energy
regions where observable changes in the inelastic cross
section occurred. For all other energy regions, the poste-
rior evaluation looks almost identical to the initial evalu-
ation on a cross-section plot.

Judging by Figs. 1 and 2, it is difficult to argue whether
the initial or posterior evaluation is a better fit for the exper-
imental data. The least-squares chi-squared values for both
differential experimental data sets evaluated over the entire
energy region of validity are presented in Table IV. In this
situation, the changes made based on the integral experimen-
tal data are on a finer scale than the differential experimental

TABLE II

Four Integral Experiments Used in the 56Fe Evaluation

ICSBEP Name Experiment Title

HEU-MET-FAST-013 Sphere of highly enriched uranium
reflected by steel

HEU-MET-FAST-021 Steel-reflected spherical assembly of
235U (90%)

PU-MET-FAST-025 Spherical assembly of 239Pu (�, 98%)
with 1.55-cm steel reflector

PU-MET-FAST-032 Steel-reflected spherical assembly of
239Pu (	, 88%)

TABLE IV

Least-Squares Chi-Squared Value for
Differential Experimental Data

Experimental
Data

Before
Adjustment

After
Adjustment

Negret et al.16 73.3382 73.6877
Perey et al.17 23.6023 22.9036

TABLE III

C/E Values for Iron Benchmarks Before
and After Adjustment with SAMINT

ICSBEP Name
C/E Before
Adjustment

C/E After
Adjustment

C/E
Predicted

HMF013 0.99850 1.00035 0.99933
HMF021 0.99633 1.00005 0.99950
PMF025 0.99892 1.00001 0.99994
PMF032 0.99792 1.00017 0.99968
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data. Using the integral experimental data to complement the
differential experimental data is much of the goal of the
SAMINT project.

V. CONCLUSIONS

This paper presents a new methodology for extracting
valuable nuclear data information that is available in the

integral benchmarks. The new methodology proposes a
way of integrating the additional available information in
the integral data into the evaluation of the resolved reso-
nance region and interpreting that information in such a
way as to change consistently the resonance parameters
and update the covariance data. The key to this research
was to show that it is possible to couple the information
output from CE TSUNAMI-3D not just to multigroup

Fig. 1. Inelastic cross section of 56Fe before and after the adjustment based on integral experimental data plotted on top of
differential experimental data of Negret et al.,16 presented with one-standard-deviation error bars.

Fig. 2. Inelastic cross section of 56Fe before and after the adjustment based on integral experimental data plotted on top of
differential experimental data of Perey et al.17 presented with one-standard-deviation error bars.
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cross sections but also all the way back to the fundamental
resonance parameters. Coupling back to the resonance
parameters allows all of the reaction cross sections to be
updated simultaneously, including the multidimensional
cross sections and covariance data.

In Sec. IV, the proposed approach was demonstrated
on the evaluation of the resolved resonance region of 56Fe.
In this practical example, 1190 resonance parameters were
simultaneously and consistently varied based on informa-
tion from four integral experiments. The evaluator previ-
ously would not have been able to use this valuable
information to update the resonance evaluation systemat-
ically. The results presented in Sec. IV show that the
adjustments made to the 56Fe resonance parameters are
completely consistent with the differential experimental
data while they eliminate most of the observed discrep-
ancy between the experimentally measured and calculated
integral result.

The newly developed coupling methodology is pro-
posed for use as another tool in the evaluator’s toolbox.
The development of the systematic procedure means that
less emphasis will be put on the evaluator’s expertise and
judgment of how to interpret the limited nonquantitative
feedback traditionally received from evaluation bench-
marking on integral experiment computer models.

This new methodology can now be applied to new
and existing evaluations to use more data than previously
were available only in differential cross-section measure-
ments. In particular, this new methodology can be applied
to many of the isotopes that have questionable covariance
data to evaluate the true state of knowledge based on the
immense nuclear data information contained in integral
benchmarks.

The authors hope to extend the new coupling meth-
odology to treat the unresolved resonance region in a
manner similar to the way SAMINT now treats the
resolved resonance region. Further, extension of the same
methodology should be possible to the high-energy
region, where the fundamental cross-section model
parameters will be adjusted based on information from
integral experiments. Extending the methodology to both
the unresolved and high-energy regions will be of great
benefit because it will create a link across three different
physics models for cross-section evaluation. Such a
capability also will present the opportunity to calculate
covariance matrices that will couple the three energy
regions. Lastly, the authors hope to extend the SAMINT
methodology to calculate resonance parameter changes
based on eigenvalue sensitivity to angular distributions18

and to incorporate the sensitivity coefficients that will be
calculated by the developing TSUNAMI-3D generalized
response sensitivity theory.19
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Appendix B: Example of a Complete Evaluation
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ABSTRACT 

 
Resonance parameter covariance data have been generated for 233U in the resolved and 
unresolved resonance region using the computer code SAMMY.  High-energy covariance 
uncertainties were generated at the International Atomic Energy Agency using the computer 
code EMPIRE.  The covariance data were added to the ENDF/B-VII.0 evaluation of the 233U 
cross sections.  The covariance data were processed with the PUFF module in AMPX.  Eighty-
two benchmark calculations for systems including 233U were done with the TSUNAMI 
sensitivity analysis sequence of the SCALE system.  The work is in support of criticality safety 
evaluation of future operations at the Oak Ridge National Laboratory Building 3019. 
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1. INTRODUCTION 

 
Resonance-parameter covariance matrix (RPCM) evaluation in the resolved and unresolved 
resonance regions were done for 233U using the computer code SAMMY.1  The RPCMs were 
obtained as a result of the resolved2 and unresolved3 resonance regions evaluation.  The 
evaluations were done separately; that is, the resolved resonance evaluation was performed from 
0 to 600 eV, and the unresolved evaluation was performed from 600 eV to 40 keV. 
 
In the resonance region, pointwise cross sections are reconstructed using the R-matrix cross-
section formalism with evaluated resonance parameters.  Uncertainties in the reconstructed cross 
section are obtained by propagating the uncertainties from the resonance parameters.  For reactor 
applications, group cross sections are produced by weighting the pointwise cross sections with a 
neutron flux spectrum and integrating over energies within a group.  Consequently, uncertainties 
in the group cross sections are also derived from uncertainties in the resonance parameters. 
 
To understand how uncertainties in the resonance parameters are calculated, we must consider 
the process by which the parameters are determined:  resonance parameters are obtained by 
fitting experimental data using generalized least-squares techniques in conjunction with R-matrix 
theory.  In SAMMY, both systematic and statistical uncertainties in the experimental data are 
incorporated directly into the fitting procedure, which then determines the long-range 
correlations in the RPCM.  The experimental uncertainties come from a variety of sources, such 
as normalization, background, neutron time-of-flight (TOF), and sample thickness.  It is 
important that the evaluator understand and include the uncertainties associated with the 
experimental data to assess the impact of these uncertainties in the evaluation process. 
 
High-energy covariance evaluation was performed at the International Atomic Energy Agency 
(IAEA) by Roberto Capote4 in coordination with Andrej Trkov and Mihaela Sin using the 
computer code EMPIRE.5  Estimation was based on a Monte Carlo sampling of the model 
parameters,5 taking such uncertainty of these parameters as to approximately cover the spread of 
the experimental data.  Average uncertainties and the correlation matrices have been obtained 
following Donald Smith's formulation.6  A more rigorous approach would utilize the Generalized 
Least Squares method, in which the calculated model covariance is taken as a prior for the least 
squares fitting based on the GANDR system.7  However such an approach would require 
additional time and support.  In addition to the RPCM and high-energy cross section uncertainty 
evaluations, covariance evaluation of the 233U average number of neutrons released per fission 
was also performed.8  The approach used to evaluate the resonance covariance for 233U will be 
presented here.  The resulting covariance evaluations were converted into the ENDF format and 
processed with the computer codes PUFF-IV9 and ERRORJ.10 
 
 

2. RESOLVED RESONANCE COVARIANCE EVALUATION 

 
A Reich-Moore resolved resonance evaluation for 233U was carried out with the code SAMMY 
in the energy region from 0 to 600 eV.2  A total of 769 resonances, including the external levels, 



2 

was used.  Each resonance of 233U in the Reich-Moore formalism is described by five parameters 
(i.e., the resonance energy Er, the gamma width Гγ, the neutron width Гn, and the two fission 
widths Гf1, and Гf2), for a total of 3845 parameters.  The large number of resonance parameters 
leads to two major issues when generating a resonance covariance:  (1) the large computer 
memory required to process the data and (2) the data storage for the resulting covariance file.  
The former has been addressed by using a DEC Alpha workstation with 32 GB of memory.  The 
latter issue was not of a concern because the resulting 233U covariance matrix in the ENDF 
format11 is a manageable file of 100 MB.12 
 
Several experimental data were used in the 233U evaluation.  To enable a SAMMY analysis of 
the 233U cross sections at energies above 150 eV, two high-resolution measurements were 
performed at the Oak Ridge Electron Linear Accelerator (ORELA).  Neutron transmission 
measurements with samples cooled to 11 K to reduce the Doppler effect, at a flight path of 
79.8 m, were done by Guber et al.13  The transmission measurements done with the sample 
cooled to 11 K have led to a reduction of the width of the resonances by a factor of 2 compared 
to the experiments at room temperature.  Two sets of measurements were done with different 
sample thicknesses:  (1) a set of measurements with a sample of 0.00298 at/b in the energy 
region 0.5 to 80 eV and (2) a set of measurements of 0.0119 at/b in the energy range 6 eV to 
300 keV.  In addition to the transmission measurements, two sets of fission cross-section 
measurements at a flight path of 80 m were also carried out by Guber et al.14 in the energy ranges 
of 0.5 to 80 eV with a cadmium filter and another in the energy range from 10 eV to 700 keV 
with a 10B filter, respectively.  The fission cross-section measurements at the 80-m flight path 
have much better resolution that any of the previous fission measurements.  These ORELA 
transmission and fission measurements were the primary data used in the 233U evaluation in the 
energy range from 0.5 to 600 eV.  Twelve measurements were included in the evaluation as 
shown in Table 1.  Four of these measurements are the Oak Ridge National Laboratory (ORNL) 
transmission and fission cross section done by Guber et al. as explained above.  The transmission 
measurements were done by Harvey et al.15 in 1979, transmission measurements done by Moore 
et al.16 in 1960, and transmission measurements done by Pattenden and Harvey17 in 1963.  Two 
sets of simultaneous measurements of capture and fission data were performed by Weston et al.18 
in 1970.  Fission cross-section measurements were performed by Blons19 in 1973, and fission 
measurements were performed by Deruytter and Wagemans20 in 1974. 
 
In addition to the microscopic data (from TOF measurements), a variety of integral quantities are 
available within SAMMY.  These integral quantities are calculated by integrating over the 
microscopic absorption, fission, and capture cross sections.  The integral quantities used in the 
233U evaluation are the Westcott factor, the K1 value, the resonance integral Ix, and the capture-
to-fission ratio (the α-ratio).  These quantities are defined as follows: 
 
1.  Westcott factor: 

gw=
2

0π
σ
σ

x

x

, 

 
where σx and σ0x are the Maxwellian-averaged cross sections and the cross sections at 0.0253 eV. 
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2.  K1 factor: 
K1= −νσ σ0 0f f a ag g  . 

 
3.  Resonance integral: 
 

Ix= ∫
σ x

eV

MeV

E
dE

0 5

20

.

 . 

 
4.  α Ratio: 
 

α = I
I

c

f

 . 

 
Some of the evaluated integral values for 233U are shown in Table 2. 
 

Table 1.  Selected measurements for 233U evaluation of RRR 

Author Energy region analyzed  
(eV) 

Main features 

Moore et al., 1960 0.020 – 15.0 Transmission; chopper, TOF 15.7-m sample 
0.0037 and 0.0213 at/b 

Pattenden and Harvey, 1963  0.080 – 15.0 Transmission; chopper, TOF 45-m sample 
0.00057, 0.00308, 0.01219 at/b 

Weston et al., 1968 1.0 – 600.0 Simultaneous measurements of capture and 
fission, Linac TOF 25.2 m 

Weston et al., 1968 0.020 – 1.0 Simultaneous measurements of capture and 
fission, Linac TOF 25.6 m 

Blons, 1973 4.0 – 600.0 Fission, Linac, TOF 50.1 m, sample at liquid 
nitrogen temperature 

Deruyter and Wagemans, 1974 0.020 – 15.0 Fission, Linac, TOF 8.1 m 

Harvey et al., 1979 0.020 – 1.2 Transmission, Linac, TOF 17.9-m sample 
0.00605 and 0.0031 at/b 

Wagemans et al., 1988 0.002 – 1.0 Fission, Linac, TOF 8.1 m 

Guber et al., 1998 1.0 – 80.0 Transmission, Linac, TOF 80 m 

  Cd filter, sample temperature 11 K 

  Sample thickness 0.00298 at/b 

Guber et al., 1998 7.0 – 600.0 Transmission, Linac, TOF 80 m 

  10B filter, sample temperature 11 K 

  Sample thickness 0.0119 at/b 

Guber et al., 1998 1.0 – 80.0 Fission, Linac, TOF 80 m 

  Cd filter 

Guber et al., 1998 7.0 – 600.0 Fission, Linac, TOF 80 m 

  10B filter 
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Table 2.  Evaluated integral quantities 

Quantity ENDF/B-VI standard Axton standard BNL Present work 
ga 0.9996 ± 0.0011 0.9995 ± 0.0011 0.9996 ± 0.0015 1.0003 ± 0.0009 
gf 0.9955 ± 0.0014 0.9955 ± 0.0014 0.9955 ± 0.0011 1.0004 ± 0.0012 
Ia   897 ± 20 917.45 ± 8.0 
If   760 ± 17 777.82 ± 5.0 

K1 742.60 ± 2.40 742.25 ± 2.37  746.77 ± 1.98 
 
In the resonance parameter evaluation performed with SAMMY, the various cross sections were 
fitted using the R-matrix theory with the Reich-Moore approximation, including corrections for 
experimental conditions such as Doppler and resolution broadening, multiple scattering 
corrections, and backgrounds.  The best fit to the experimental data is determined by means of a 
generalized least-squares fitting procedure.  Experimental uncertainties are incorporated directly 
into the evaluation process to propagate those uncertainties into the resonance parameter results.  
Uncertainties treated in the evaluation process included statistical and systematic uncertainties 
for each different data set plus the quoted uncertainties for the integral data and thermal cross 
sections.  The result of the evaluation is a complete RPCM associated with the resonance 
parameters.  Average fission and capture cross sections and uncertainties calculated with the 
PUFF-IV code for a constant flux in energy intervals of 50 eV are shown in Table 3.  The 
percentage cross section uncertainties relative standard deviation (rel. s. d.) are also shown.  One 
can see that the average fission cross section uncertainties are from 0.9 to 2.2%, whereas the 
uncertainties for the average capture cross section are in between 2.4 to 3.7%. 
 

Table 3.  Uncertainty in the average fission and capture cross section calculated  
with PUFF-IV code using the RPCM 

 
 

Emin 
(eV) 

 
 

Emax 
(eV) 

 
 
σf 

(barns) 

Relative 
standard 
deviation 

(%) 

 
 
σγ 

(barns) 

Relative 
standard 
deviation 

(%) 
10-5 50.0 84.905 0.9 13.857 2.4 
50.0 100.0 39.053 1.0 7.313 2.6 

100.0 150.0 29.719 1.0 4.876 2.7 
150.0 200.0 20.973 1.1 3.062 2.7 
200.0 250.0 23.080 1.1 3.758 2.8 
250.0 300.0 23.139 1.1 3.263 2.9 
300.0 350.0 17.400 1.3 2.369 2.8 
350.0 400.0 19.148 1.3 2.525 3.1 
400.0 450.0 9.712 1.8 1.143 3.9 
450.0 500.0 12.395 1.7 1.623 3.1 
500.0 550.0 14.604 1.8 1.781 3.2 
550.0 600.0 12.433 2.2 2.228 3.7 
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3. UNRESOLVED RESONANCE COVARIANCE EVALUATION 

 
An unresolved resonance evaluation for 233U was done in the energy region from 600 eV to 
40 keV.  Above 600 eV the fluctuations in the measured cross sections are smaller than those in 
the resolved range but are still important for calculating the energy self-shielding of the cross 
section.  These fluctuations are due to unresolved multiplets of resonances for which it is not 
possible to determine parameters of the individual resonances as is done in the resolved region. 
The mechanism utilized for the cross section treatment in the unresolved region is based on 
average values of physical quantities obtained in the resolved range.  Knowledge of the average 
values for level spacings, strength functions, widths, and other relevant parameters is used to 
infer their behavior in the unresolved energy region. 
 
Four sets of experimental data were used in the evaluation: 
 
1. Effective average total cross sections of Guber et al.13 obtained from experimental 

transmission measurements.  These transmission measurements were performed at a 79.8-m 
flight path with sample thicknesses of 0.0119 at/b and with the sample cooled to 11 K.  The 
average cross sections were derived by Derrien et al.21 and corrected for self-shielding; the 
data were used from 600 eV to 40 keV. 

 
2 Fission cross sections of Guber et al.14 taken on the 80-m flight path.  These data were used 

from 600 eV to 40 keV. 
 
3. Fission and capture data of Weston et al.18 obtained from the capture-to-fission ratio 

measurements done at a 25.2-m flight path from 600 eV to 2 keV. 
 
4. Capture data of Hopkins extracted from capture-to-fission ratio measurements done with a 

collimated neutron beam incident in a target placed in a cadmium-loaded liquid scintillator.22 
 
The computer code SAMMY was used to fit the data in the energy region from 600 eV to 
40 keV.  The average parameters obtained in the resolved resonance region and used in the 
SAMMY unresolved fit are shown in Table 4.  The parameters are total angular momentum J, 
average level spacing <D>, strength function Sn, fission width <Γf>, effective fission degrees of 
freedom Neff, and capture width <Γγ>. 
 

Table 4.  Average values of the resonance parameters input used in the SAMMY  
unresolved resonance calculations for orbital angular momentum l = 0 

J 
<D> 
(eV) Sn × 104 

<Γf> 
(meV) 

 
Neff 

<Γγ> 
(meV) 

Mixed levels 0.52 ± 0.08 0.895± 0.047 496  39.0 ± 3.0 
2+ 1.19 ± 0.12  760 ± 60 4.0  
3+ 0.92 ± 0.10  296 ± 30 2.0  

 
The resulting unresolved parameters obtained from the SAMMY fit were reported to ENDF at 29 
reference energies.  The reference energies were determined based on the observed fluctuations 
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in the experimental data, which result from unresolved multiplets of resonances.  These reference 
energies are 600, 682.5, 765, 872.5, 990, 1125, 1250, 1340, 1410, 1470, 1585, 1735, 1880, 
2107.5, 2522.5, 3120, 447.5, 6250, 7275, 7775, 8350, 9350, 11000, 13500, 17500, 22500, 27500, 
32500, and 40000 eV. 
 
The results of the fit of the experimental data are given in Fig. 1.  The experimental cross-section 
data shown in Fig. 1 are the total cross section of Guber et al.,13 the fission cross section of 
Guber et al.,14 the capture cross section of Weston et al.,18 and the capture cross section of 
Hopkins et al.22  The solid line represents the SAMMY fit to the data showing good agreement 
with the experimental data. 

 
 

 
 

Fig. 1.  Comparison of average cross sections calculated with SAMMY with the experimental data. 
 
 
The RPCM matrix associated with the unresolved resonance parameters was obtained with 
SAMMY by fitting the experimental data, including the statistical and systematic uncertainties of 
the experimental data.  Note that the data normalization is the most important issue in 
determining the average parameter covariance data.  Because of limitation in the ENDF format, 
covariance data for the average resonance parameters can only be provided for the entire energy 
region, that is, from 600 eV to 40 keV.  The uncertainties for average s-wave (l = 0) resonance 
parameters calculated with the covariance data are given in Table 5. 
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Table 5.  Average values of the resonance parameters and uncertainties  

calculated with the covariance data generated with SAMMY  
for orbital angular momentum l = 0 

J Sn × 104 
<Γf> 

(meV) 
<Γγ> 

(meV) 
Mixed levels 0.939 ± 0.036 496 39.0 ± 2.0 

2+  775.3 ± 17.0  
3+  317.4 ± 42.6  

 
Average fission, capture cross sections, and uncertainties calculated with a constant flux from 
600 eV to 40 keV are shown in Table 6.  The calculations were done with the PUFF-IV code.  
The uncertainties in the average cross sections in the unresolved energy region are larger than the 
uncertainties in the resolved energy region.  This is explained because the cross section in the 
resolved energy region is known much better.  In addition, the resolved resonance formalism 
(Reich-Moore formalism), together with the Bayes’ method, provides an accurate representation 
of the cross section and a better estimate of the RPCM and cross-section uncertainties.  The 
methodology used in the unresolved resonance region is based on the Single-Level Breit-Wigner 
formalism and the fitting of the average cross sections, which results in larger errors in the 
average cross sections. 
 

Table 6.  Uncertainty in the average fission and capture cross section  
calculated with PUFF-IV in the unresolved energy region 

 
 

Emin 
(eV) 

 
 

Emax 
(eV) 

 
 
σf  

(barns) 

Relative 
standard 
deviation 

(%) 

 
 
σγ  

(barns) 

Relative 
standard 
deviation 

(%) 
600.0 1000.0 12.476 3.7 2.435 7.7 

1000.0 1500.0 9.223 4.0 1.792 8.2 
1500.0 2000.0 7.959 4.0 1.537 8.0 
2000.0 3000.0 6.676 4.1 1.293 7.8 
3000.0 4000.0 5.836 4.1 1.075 7.8 
4000.0 6000.0 4.907 4.5 0.887 7.8 
6000.0 10000.0 4.146 5.2 0.638 7.9 

10000.0 15000.0 3.561 6.4 0.535 8.2 
15000.0 20000.0 3.203 7.8 0.477 8.1 
20000.0 25000.0 2.971 9.0 0.451 8.0 
25000.0 30000.0 2.816 8.0 0.423 8.8 
30000.0 40000.0 2.672 9.0 0.383 8.8 

 
 

4. PROCESSING OF THE 233U COVARIANCE DATA 

 
The resolved and unresolved resonance region covariance data generated with SAMMY were 
converted into the ENDF format specified for FILE 32.  The ENDF covariance format for the 
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resolved resonance region allows two options: LCOMP = 1 for which the full covariance data 
and correlations are entered explicitly, and LCOMP = 2 (compact formalism) that was developed 
to alleviate the use of computer storage.  The LCOMP = 1 option lead to a file of 100 MB.  The 
ENDF unresolved resonance format is very restricted, permitting only representation of the 
average unresolved resonance parameter uncertainties and covariance for the entire energy 
region.  This format was used because there is no other alternative to represent the unresolved 
resonance covariance in ENDF.  For the energies above 40 keV to 20 MeV, the ENDF format 
given in FILE 33 was used. 
 
The evaluated covariance data were added to the existing 233U ENDF/B-VII cross-section 
evaluation23 and processed with the computer codes PUFF-IV and ERRORJ.  In the resolved 
resonance region, the uncertainty in the average cross section obtained with SAMMY, PUFF-IV, 
and ERRORJ are in good agreement.  SAMMY and PUFF-IV uncertainties are identical.  It 
appears that the slight difference found in the ERRORJ results could result from the different 
procedure used for performing derivatives in these codes.  Derivatives in the ERRORJ code are 
done numerically, whereas in SAMMY and PUFF-IV they are performed analytically.  In the 
unresolved and high-energy regions, PUFF-IV and ERRORJ calculated uncertainties are 
identical.  Data averaged, including cross sections and the number of neutrons per fission, v , 
(prompt and total) and their respective uncertainties were generated in the 44-neutron group 
structure of the SCALE system.24  The results are displayed in Figs. 2–6.  Figure 2 shows the 
average total v  and the uncertainties.  The prompt v  and the uncertainties are shown in Fig. 3. 
 

 
Fig. 2.  Total v  and uncertainties calculated in the 44-neutron groups of the SCALE system. 



9 

 
Fig. 3.  Prompt v  and uncertainties calculated in the 44-neutron groups of the SCALE system. 

 
 

The 44-neutron group cross sections and uncertainties are shown in Figs. 4–6.  The total cross 
sections are shown in Fig. 4.  Uncertainties in the total cross sections range from 1 to 3.5%.  
Fission cross sections and uncertainties are displayed in Fig. 5.  The maximum uncertainties in 
the fission cross sections in the resonance region (resolved and unresolved) are 4.5%.  In the 
energy region above 40 keV to 20 MeV (high-energy region), the uncertainties in the fission 
cross sections can be as high as 9%.  Capture cross section and uncertainties are shown in Fig. 6.  
As one would expect, high uncertainties in the capture cross sections are observed in the energy 
range above 40 keV.  These results are consistent with the error in experimental data (systematic 
and statistical). 
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Fig. 4.  233U total cross section calculated in the 44-neutron group structure of the SCALE system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.  233U fission cross section calculated in the 44-neutron group structure of the SCALE system. 
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Fig. 6.  233U capture cross section calculated in the 44-neutron group structure of the SCALE system. 

 
 

5. PROCESSING OF 233U ENDF FILE 

 
The 233U ENDF file was used to generate centrm formatted data and group-averaged cross 
section data along with the covariance information.  The AMPX module polident was used to 
create point-wise cross section data at a temperature of T = 0 K.  The energy mesh was generated 
to a precision of 0.001.  The AMPX module tgel was used to calculate the total cross section as 
the sum of the relevant point-wise cross section data at T = 0 K.  The AMPX module broaden 
was used to calculate the cross section data at temperatures T = 0 K, 300 K, 600 K, 900 K, 
1200 K, and 2400 K.  The resulting tab1 formatted file was converted to double precision using 
the module charmin so that the modules bic and cajun can be used to convert the data into a 
centrm formatted data file using the scale identifier 7009222. 
 
The full AMPX input to generate the centrm library is 

=shell 
ln -fs /home/dw8/u233/U233.endf  ft11f001 
end 
=polident 
-1$$ 5000000 
0$$ 30 e 
1$$ 1 t 
2$$ 9222 11 2 6 e 
4** a5 0.001 e 
6$$ a3 0 15000 t 
end 
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=shell 
cp ft30f001 /home/dw8/u233/polident/u233 
cp ft32f001 /home/dw8/u233/polident/u233.ft32 
end 
=tgel 
-1$$ 5000000 
0$$ 30 31 e t 
end 
=broaden 
limit=5000000 
logpt=31 logdp=34 
t= 0 300 600 900 1200 2400 
end 
=shell 
cp ft34f001 /home/dw8/u233/broaden/u233 
end 
=charmin 
limit=5000000 
in=34 out=35 single to double end 
end 
=bic 
limit=5000000 
lsu input=35 output=36 version=6 
title=u233     9222 92233 ENDFB V7 REL0 REV0 MOD0 AMPX 06/29/05 n-ENDF-VIIb0.dat 
end 
=shell 
cp ft36f001 /home/dw8/u233/centrmlib/u233 
end 
=shell 
ln -fs /home/dw8/u233/centrmlib/u233 ft37f001 
end 
=cajun 
-1$$ 5000000 
0$$ 38 
1$$ 1 e t 
2$$ 37 1 t 
3$$     9222 
4$$  7009222 
5$$ 0 
t 
end 
=shell 
cp ft38f001 /home/dw8/u233/centrmlib/92233-0 
end 

 
The AMPX modules pickeze and jergens are used to generate a weighting spectrum for the 
calculation of the group-averaged cross section data.  The weighting spectrum is based on the 
point-wise cross section data at 300 K.  The module jergens creates the following weighting 
spectra: 
 

1. a Maxwellian-1/E-fission spectrum, 1/E above 10 MeV, identifier 1, and  
2. the above Maxellian-1/E-fission spectrum, divided by the total cross section data, 

identifier 1099. 
 

Use the AMPX module y12 to produce point-wise kinematic data and the AMPX module x10 to 
calculate multigroup constants for neutron interaction.  It uses the standard 238-group structure 
with 90 thermal neutron groups and a neutron yield of 12.298.  As a weighting function the 
Maxwellian-1/E-fission spectrum, 1/E above 10 MeV, normalized to the total cross section is 
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used.  To calculate the cross section data in the unresolved resonance region, the AMPX module 
prude is used.  The cross section data are generated for the background cross sections σ0 = 1.0 × 
10+8, 1.0 × 10+6, 1.0 × 10+5, and 1.0 × 10+4 and temperatures of 1000 K, 100 K, 10 K, 1 K, and 
1.0 × 10−6K.  These cross section data are converted to Bondarenko factors using the AMPX 
module tabu.  Again the Maxwellian-1/E-fission spectrum, 1/E above 10 MeV, normalized to the 
total cross section is used as the weighting function.  The AMPX module unitab is used to 
combine the group constants generated by x10 and the Bondarenko factors generated by tabu 
into an AMPX master library.  The thermal scattering matrix is calculated using the AMPX 
module flange6 for temperatures 296 K, 600 K, 900 K, and 2000 K for the standard 238-group 
structure with 90 thermal neutron groups.  The resulting master library is tested for validity using 
the AMPX module rade.  The AMPX module simonize is used to assemble the AMPX master 
library containing all 233U data. 
 
The full AMPX input is 

=shell 
ln -fs  /scratch/e5a/u233dir/thefinalu233covevaluation.dat ft11f001 
ln -fs /home/dw8/u233/broaden/u233 ft29f001 
end 
=pickeze 
-1$$ 5000000 
0$$ 29 31 
1$$ 1 0 0 1 0 e t 
2$$ 9222 
5** 300. 
t 
end 
=jergens 
-1$$ a11 5000000 e 
0$$ 31 30 18 1$$ 2 t 
3$$ 1 0 4 t 
3$$ 1099 4 0 t 
2099 0 read 1.0   -1 0 
2099 0 save 0 0 0 
1099 2099 div  1.0 9222 1 
1099 0 save   0    0 0 
end 
=y12 
0$$ 32 11 e 1$$ 9222 2$$ 2 6 3$$ 32 8 8 8 8 5 t 
t 
end 
=shell 
cp ft32f001 /home/dw8/u233/fast.kinematics/u233 
end 
=x10 
neutron 
-1$$ 5000000 
0$$ 1 30 31 32 1$$ 92233  238   90    0    5    0    0 
2$$ 99 2099  9222 9222 
3**  1.22989E+01 
6$$ 99 2099 
 t 
 t 
u233     9222 92233 ENDFB V7 REL0 REV0 MOD0 AMPX 08/04/05 n-ENDF-VIIb0.dat          
end 
=shell 
cp ft01f001 /home/dw8/u233/238endf7.fast/u233       
end 
=prude 
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0$$ 34 1$$ 1 t 
2$$ 9222 9 3 11 2 t 
3** 1+8 1+6 1+5 1+4 1000 100 10 1 1-6 
4** 300.0 900.0 2000.0 t 
end 
=tabu 
-1$$ 500000 0$$ 2 34 30 1$$ 1   238  238 t 
t   Use the Standard Group Structure 
u233     9222 92233 ENDFB V7 REL0 REV0 MOD0 AMPX 08/04/05 n-ENDF-VIIb0.dat  
10$$  9222 11$$ 99 3 2099 t 
end 
=shell 
cp ft02f001 /home/dw8/u233/238endf7.BF/u233       
cp ft34f001 /home/dw8/u233/unres.point/u233       
end 
=unitab 
-1$$ 500000 0$$ 10 18 9 8   1  2  0  0  0  0  0  0  0  0  0  0 
 1$$ 1   2 6$$ 2000 500 t 
 2$$ 
    92233        1    92233     1111 
    92233        2     9222     4444 
t 
end 
=rade 
-1$$ 5000000 
1$$ 10 e t  
end 
=shell 
cp ft10f001 /home/dw8/u233/238endf7.master/u233       
end 
=flange6 
 t=296 t=600 t=900 t=2000   nl=3 
 igm=238 neg=90 iftg=149 master=4 
 za=92233 awr= 2.31043E+02 free= 1.22989E+01 
 end 
end 
=rade 
1$$  4 e t  
end 
=shell 
cp ft04f001 /home/dw8/u233/238endf7.thermal/u233       
end 
=shell 
ln -fs /home/dw8/u233/238endf7.master/u233 ft20f001 
ln -fs /home/dw8/u233/238endf7.thermal/u233 ft21f001 
end 
=simonize 
identifier=92233 master=1 
id45= 7009222 source=endf    
neutron=20       id19=92233 
2dn=21           id19=92233 mt=   0 
end 
=rade 
-1$$ 5000000 
1$$ 1 e t  
end 
=shell 
cp ft01f001 /home/dw8/u233/238endf7.masterfinal/u233 
end 
 

The new evaluation is included into the scale cross section library. 
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The covariance data are generated using the 44-group structure instead of the 238.  The AMPX 
library containing the cross section data for the 238-group structure is therefore collapsed to the 
44-group structure using a light-water reactor flux.  The collapse is done using the AMPX 
module malocs.  The 238-group ENDF/B-V SCALE library contains the flux used as identifier 
mat = 99 and mt = 9088.  Because the resulting AMPX library uses the scale id 92233 and the 
ampx module puff_iv needs the endf material number, the module ajax is used to change the 
identifier prior to running puff_iv.  A flux of Maxwellian - 1/E-Fission Spectrum is used over the 
whole range of covariances matrices generated. 
 
The AMPX input is as follows 

=shell 
ln -sf /projects/scale/scale5/data/scale.rev14.xn238 ft88f001 
ln -sf /home/dw8/u233/scale.rev14.xn238_withendf7_u233 ft89f001 
end 
=malocs 
0$$ 89 20 
1$$ 238 44 0 0 -88 0 
3$$  99 9008 e 
1t 
4$$ 7r1 2 3 2r4 5 6 7 2r8 8r9 14r10 6r11 10r12 13 
    7r14 11r15 12r16 30r17 16r18 2r19 6r20 3r21 6r22 14r23  
    27r24 10r25 5r26 27 28 29 2r30 31 32 33 2r34 2r35 3r36  
    2r37 38 39 40 41 42 3r43 9r44 
2t 
end 
=ajax 
0$$ 1  e 
1$$ 1  t 
2$$ 20 1  t 
3$$       
92233  
4$$        
9222 t 
end 
=shell 
cp ft01f001 /home/dw8/u233/u233_puff_ampx 
end 
=shell 
ln -fs /home/dw8/ampx/u233/U233.endf  ft32f001 
ln -fs /home/dw8/ampx/u233/u233_puff_ampx  ft11f001 
end 
=jergens 
0$$ 0 12 18 
1$$ 1 t 
3$$ 1099 0 4 t 
=puff_iv 
-1$$ 400000000 e 
1$$ -1 0 0 11 32 9222 -12 -11 -12 1 2 2 a16 -1 e t 
5## 59 1099 e t 
coverx file for u233 
end 
=shell 
cp ft01f001 /home/dw8/ampx/u233/coverx/u233 
end 

 
The new coverx file is incorporated into the scale covariance libraries. 
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6. BENCHMARK CALCULATIONS AND DATA UNCERTAINTY 

 
The covariance data were verified though their use in 82 criticality safety benchmark 
experiments from the International Handbook of Evaluated Criticality Safety Benchmark 
Experiments.25  Only experiments suitable for one-dimensional (1-D) modeling were selected for 
the verification.  The TSUNAMI-1D sequence from SCALE 5.1 (Ref. 24) was used to generate 
keff sensitivities to each group-wise cross section data value used in the calculation of each 
benchmark.  The calculations were performed using the SCALE 5.1 238-group ENDF/B-VI 
cross section data library, which was amended to include ENDF/B-VII data for 233U 
(v6-238_u233) and the SCALE 5.1 recommended covariance data set for ENDF/B-VI, which 
was amended to include the 233U covariance data described above.  The results with the updated 
libraries were compared to baseline results for the same cases using the standard SCALE 5.1 
238-group ENDF/B-VI library (v6-238) and the SCALE 5.1 recommended covariance data set 
for ENDF/B-VI. 
 
The benchmark experiments are identified in Table 7, where some basic characteristics of the 
systems and the keff values with the two cross-section data libraries are shown.  The uncertainties 
in the keff values for these systems are shown in Figs. 7–20.  In these figures, results from two 
library sets are shown:  (1) the standard 238-group ENDF/B-VI cross section library and 
44groupv6rec covariance library (identified as v6-238 in the figures) and (2) the 238-group 
ENDF/B-VI cross section library with ENDF/B-VII data for 233U and the 44group v6rec 
covariance library with ENDF/B-VII data for 233U (identified as v6-238_u233 in the figures). 
 
Figures 7 and 8 show the total uncertainty due to all covariance data.  For fast systems, the total 
uncertainty is reduced from ~8% with ENDF/B-VI data to ~3% with ENDF/B-VII data.  A small 
reduction in uncertainty is observed for intermediate energy systems, and values are nearly 
constant for thermal systems.  Examining the uncertainty in keff generated by each process, much 
of the reduction in total uncertainty is due to 233U fission uncertainties, as shown in Fig. 9.  All 
other processes, shown in Figs. 10–20, show much smaller variations between the libraries.  
Some processes were not available in ENDF/B-VI, such as the covariance between 233U fission 
and 233U elastic, 233U n,2n, and 233U n,n´, shown in Figs. 14, 19, and 20, respectively. 
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Table 7.  Benchmark experiments selected for verification of the 233U covariance data 

Case  
Number Identifier Description EALF  

(eV) 
Benchmark 

k-eff 

Benchmark 
k-eff 

Uncertainty 

k-eff  
v6-238 

k-eff  
v6-238_u233 

1 umf001t00x 233U Metal, Fast Spectrum 1.11E+06 1.0000 0.0010 0.99380 1.00082 
2 umf002t01x 233U Metal, Fast Spectrum 1.02E+06 1.0000 0.0010 0.99854 1.00004 
3 umf002t02x 233U Metal, Fast Spectrum 1.06E+06 1.0000 0.0011 0.99626 0.99928 
4 umf003t01x 233U Metal, Fast Spectrum 1.08E+06 1.0000 0.0010 0.99722 0.99995 
5 umf003t02x 233U Metal, Fast Spectrum 1.06E+06 1.0000 0.0010 0.99935 1.00023 
6 umf004t01x 233U Metal, Fast Spectrum 9.60E+05 1.0000 0.0007 1.00497 1.00784 
7 umf004t02x 233U Metal, Fast Spectrum 8.58E+05 1.0000 0.0008 1.00827 1.00949 
8 umf005t01x 233U Metal, Fast Spectrum 9.45E+05 1.0000 0.0030 0.99536 0.99849 
9 umf005t02x 233U Metal, Fast Spectrum 7.67E+05 1.0000 0.0030 0.99765 0.99896 

10 umf006t00x 233U Metal, Fast Spectrum 9.96E+05 1.0000 0.0014 1.00191 1.00127 
11 usi001t01x 233U Solution, Intermediate Spectrum 6.78E+00 1.0000 0.0083 0.98960 0.99102 
12 usi001t02x 233U Solution, Intermediate Spectrum 7.92E+00 1.0000 0.0085 0.98455 0.98589 
13 usi001t03x 233U Solution, Intermediate Spectrum 8.52E+00 1.0000 0.0066 0.98518 0.98649 
14 usi001t04x 233U Solution, Intermediate Spectrum 3.71E+00 1.0000 0.0061 0.99399 0.99560 
15 usi001t05x 233U Solution, Intermediate Spectrum 9.12E+00 1.0000 0.0082 0.98823 0.98954 
16 usi001t06x 233U Solution, Intermediate Spectrum 4.27E+00 1.0000 0.0061 0.98729 0.98888 
17 usi001t07x 233U Solution, Intermediate Spectrum 9.55E+00 1.0000 0.0059 0.98531 0.98665 
18 usi001t08x 233U Solution, Intermediate Spectrum 4.52E+00 1.0000 0.0056 0.98217 0.98380 
19 usi001t09x 233U Solution, Intermediate Spectrum 7.31E+00 1.0000 0.0068 0.98207 0.98346 
20 usi001t10x 233U Solution, Intermediate Spectrum 1.00E+01 1.0000 0.0053 0.98187 0.98327 
21 usi001t11x 233U Solution, Intermediate Spectrum 7.72E+00 1.0000 0.0057 0.98255 0.98400 
22 usi001t12x 233U Solution, Intermediate Spectrum 4.41E+00 1.0000 0.0091 0.98559 0.98750 
23 usi001t13x 233U Solution, Intermediate Spectrum 5.03E+00 1.0000 0.0071 0.98586 0.98768 
24 usi001t14x 233U Solution, Intermediate Spectrum 2.29E+00 1.0000 0.0052 0.99150 0.99355 
25 usi001t15x 233U Solution, Intermediate Spectrum 5.40E+00 1.0000 0.0075 0.98353 0.98532 
26 usi001t16x 233U Solution, Intermediate Spectrum 1.79E+00 1.0000 0.0028 0.97659 0.97879 
27 usi001t17x 233U Solution, Intermediate Spectrum 2.53E+00 1.0000 0.0055 0.98996 0.99198 
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Table 7.  Benchmark experiments selected for verification of the 233U covariance data (continued) 

Case  
Number Identifier Description EALF  

(eV) 
Benchmark 

k-eff 

Benchmark 
k-eff 

Uncertainty 

k-eff  
v6-238 

k-eff  
v6-238_u233 

28 usi001t18x 233U Solution, Intermediate Spectrum 5.79E+00 1.0000 0.0057 0.98159 0.98338 
29 usi001t19x 233U Solution, Intermediate Spectrum 6.03E+00 1.0000 0.0083 0.97828 0.98010 
30 usi001t20x 233U Solution, Intermediate Spectrum 2.99E+00 1.0000 0.0056 0.98105 0.98308 
31 usi001t21x 233U Solution, Intermediate Spectrum 6.28E+00 1.0000 0.0050 0.97579 0.97766 
32 usi001t22x 233U Solution, Intermediate Spectrum 6.43E+00 1.0000 0.0049 0.98077 0.98270 
33 usi001t23x 233U Solution, Intermediate Spectrum 4.70E+00 1.0000 0.0047 0.99177 0.99373 
34 usi001t24x 233U Solution, Intermediate Spectrum 1.97E+00 1.0000 0.0081 0.99618 0.99891 
35 usi001t25x 233U Solution, Intermediate Spectrum 2.25E+00 1.0000 0.0081 0.98842 0.99106 
36 usi001t26x 233U Solution, Intermediate Spectrum 2.37E+00 1.0000 0.0065 0.99192 0.99452 
37 usi001t27x 233U Solution, Intermediate Spectrum 1.24E+00 1.0000 0.0051 0.99104 0.99375 
38 usi001t28x 233U Solution, Intermediate Spectrum 2.53E+00 1.0000 0.0061 0.98609 0.98866 
39 usi001t29x 233U Solution, Intermediate Spectrum 2.62E+00 1.0000 0.0098 0.97980 0.98237 
40 usi001t30x 233U Solution, Intermediate Spectrum 1.45E+00 1.0000 0.0053 0.97849 0.98117 
41 usi001t31x 233U Solution, Intermediate Spectrum 2.67E+00 1.0000 0.0071 0.99334 0.99594 
42 usi001t32x 233U Solution, Intermediate Spectrum 2.77E+00 1.0000 0.0053 0.97788 0.98051 
43 usi001t33x 233U Solution, Intermediate Spectrum 2.07E+00 1.0000 0.0046 0.99497 0.99760 
44 ust001t01x 233U Solution, Thermal Specturm 3.90E−02 1.0000 0.0031 0.99867 1.00555 
45 ust001t02x 233U Solution, Thermal Specturm 3.96E−02 1.0005 0.0033 0.99862 1.00550 
46 ust001t03x 233U Solution, Thermal Specturm 4.02E−02 1.0006 0.0033 0.99812 1.00501 
47 ust001t04x 233U Solution, Thermal Specturm 4.08E−02 0.9998 0.0033 0.99810 1.00499 
48 ust001t05x 233U Solution, Thermal Specturm 4.14E−02 0.9999 0.0033 0.99740 1.00431 
49 ust005t01x 233U Solution, Thermal Specturm 6.06E−02 1.0060 0.0020 1.00122 1.00684 
50 ust008t01x 233U Solution, Thermal Specturm 3.68E−02 1.0006 0.0029 0.99722 1.00424 
51 ust012t06x 233U Solution, Thermal Specturm 7.89E−02 0.9987 0.0011 1.00339 1.00861 
52 ust015t01x 233U Solution, Thermal Specturm 1.09E+00 1.0000 0.0075 0.99372 0.99701 
53 ust015t02x 233U Solution, Thermal Specturm 1.22E+00 1.0000 0.0070 0.98840 0.99159 
54 ust015t03x 233U Solution, Thermal Specturm 1.29E+00 1.0000 0.0068 0.98912 0.99227 
55 ust015t04x 233U Solution, Thermal Specturm 7.10E−01 1.0000 0.0041 0.98996 0.99313 
56 ust015t05x 233U Solution, Thermal Specturm 1.35E+00 1.0000 0.0055 0.98848 0.99158 



 

20 

Table 7.  Benchmark experiments selected for verification of the 233U covariance data (continued) 

Case  
Number Identifier Description EALF  

(eV) 
Benchmark 

k-eff 

Benchmark 
k-eff 

Uncertainty 

k-eff  
v6-238 

k-eff  
v6-238_u233 

57 ust015t06x 233U Solution, Thermal Specturm 1.40E+00 1.0000 0.0099 0.97890 0.98199 
58 ust015t07x 233U Solution, Thermal Specturm 7.81E−01 1.0000 0.0070 0.98754 0.99070 
59 ust015t08x 233U Solution, Thermal Specturm 1.45E+00 1.0000 0.0067 0.97519 0.97824 
60 ust015t09x 233U Solution, Thermal Specturm 1.48E+00 1.0000 0.0050 0.97050 0.97361 
61 ust015t10x 233U Solution, Thermal Specturm 1.12E+00 1.0000 0.0051 0.99011 0.99322 
62 ust015t11x 233U Solution, Thermal Specturm 6.83E−01 1.0000 0.0075 0.99664 1.00035 
63 ust015t12x 233U Solution, Thermal Specturm 7.56E−01 1.0000 0.0069 0.99654 1.00017 
64 ust015t13x 233U Solution, Thermal Specturm 7.96E−01 1.0000 0.0069 0.99420 0.99777 
65 ust015t14x 233U Solution, Thermal Specturm 4.58E−01 1.0000 0.0036 0.99800 1.00155 
66 ust015t15x 233U Solution, Thermal Specturm 8.35E−01 1.0000 0.0060 0.99171 0.99523 
67 ust015t16x 233U Solution, Thermal Specturm 8.56E−01 1.0000 0.0043 0.99045 0.99395 
68 ust015t17x 233U Solution, Thermal Specturm 4.95E−01 1.0000 0.0029 0.99735 1.00089 
69 ust015t18x 233U Solution, Thermal Specturm 8.86E−01 1.0000 0.0056 0.97627 0.97974 
70 ust015t19x 233U Solution, Thermal Specturm 9.00E−01 1.0000 0.0052 0.97642 0.97990 
71 ust015t20x 233U Solution, Thermal Specturm 2.84E−01 1.0000 0.0079 0.99869 1.00318 
72 ust015t21x 233U Solution, Thermal Specturm 3.11E−01 1.0000 0.0070 1.00064 1.00505 
73 ust015t22x 233U Solution, Thermal Specturm 3.25E−01 1.0000 0.0062 0.99836 1.00270 
74 ust015t23x 233U Solution, Thermal Specturm 3.38E−01 1.0000 0.0055 0.99598 1.00027 
75 ust015t24x 233U Solution, Thermal Specturm 3.46E−01 1.0000 0.0051 0.99231 0.99656 
76 ust015t25x 233U Solution, Thermal Specturm 2.20E−01 1.0000 0.0023 0.99705 1.00123 
77 ust015t26x 233U Solution, Thermal Specturm 1.25E−01 1.0000 0.0066 0.99673 1.00196 
78 ust015t27x 233U Solution, Thermal Specturm 1.29E−01 1.0000 0.0063 1.00068 1.00587 
79 ust015t28x 233U Solution, Thermal Specturm 1.31E−01 1.0000 0.0058 0.99850 1.00364 
80 ust015t29x 233U Solution, Thermal Specturm 1.33E−01 1.0000 0.0051 0.99682 1.00191 
81 ust015t30x 233U Solution, Thermal Specturm 1.35E−01 1.0000 0.0048 0.99598 1.00103 
82 ust015t31x 233U Solution, Thermal Specturm 1.36E−01 1.0000 0.0055 0.99506 1.00007 
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Fig. 7.  Absolute keff uncertainties due to covariance data as a function of experiment number. 
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Fig. 8.  Absolute keff uncertainties due to covariance data as a function of EALF. 
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Fig. 9.  Absolute keff uncertainties due to covariance data for 233U fission. 
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Fig. 10.  Absolute keff uncertainties due to covariance data for 233U v . 
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Fig. 11.  Absolute keff uncertainties due to covariance data for 233U n,gamma. 
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Fig. 12.  Absolute keff uncertainties due to covariance data for 233U elastic. 
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Fig. 13.  Absolute keff uncertainties due to covariance data for 233U chi. 
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Fig. 14.  Absolute keff uncertainties due to covariance data for 233U fission to 233U elastic. 
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Fig. 15.  Absolute keff uncertainties due to covariance data for 233U fission to 233U n,gamma. 
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Fig. 16.  Absolute keff uncertainties due to covariance data for 233U n,gamma to 233U elastic. 
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Fig. 17.  Absolute keff uncertainties due to covariance data for 238U fission to 233U fission. 
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Fig. 18.  Absolute keff uncertainties due to covariance data for 235U fission to 233U fission. 
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Fig. 19.  Absolute keff uncertainties due to covariance data for 233U n,2n. 
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Fig. 20.  Absolute keff uncertainties due to covariance data for 233U n,n′. 
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7. CONCLUSIONS 

 
Resonance-parameter covariance evaluations were performed in the resolved and unresolved 
resonance regions with the computer code SAMMY.  The resolved resonance covariance 
evaluation was done in the energy range 0–600 eV, whereas the unresolved evaluation was 
performed in the energy region 600 eV to 40 keV.  Above 40 keV to 20 MeV, the covariance 
data work was done at the IAEA.  The covariance data were added to the 233U ENDF/B/VII.0 
evaluation and processed with the AMPX and PUFF-IV codes.  Sensitivity analysis of 
82 benchmark experiments with 233U were done with the TSUNAMI code.  The majority of the 
benchmark experiments used to verify the 233U covariance data were taken from the 
International Handbook of Evaluated Criticality Safety Benchmark Experiments.  For the fast 
systems the total uncertainty of the system multiplication factors was reduced from ~8% with 
ENDF/B-VI uncertainty to ~3% using the covariance evaluation done in this work.  Small 
decreases in the uncertainty for thermal and intermediate energy systems are also observed.  It 
appears that the reduction in the multiplication factor uncertainty is due to a decrease in the 233U 
fission cross sections uncertainty.  This is the result of a better resonance analysis and better 
differential fission cross section experiments used in the evaluation.  The work presented here 
will support criticality safety calculations for the Oak Ridge National Laboratory Building 3019. 
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Appendix C: Doppler Broadening Methodology (Application)
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Creation of problem-dependent Doppler-broadened cross sections in the KENO
Monte Carlo code
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Abstract

This paper introduces a quick method for improving the accuracy of Monte Carlo simulations by generating one- and two-
dimensional cross sections at a user-defined temperature before performing transport calculations. A finite difference
method is used to Doppler-broaden cross sections to the desired temperature, and unit-base interpolation is done to
generate the probability distributions for double differential two-dimensional thermal moderator cross sections at any
arbitrarily user-defined temperature. The accuracy of these methods is tested using a variety of contrived problems. In
addition, various benchmarks at elevated temperatures are modeled, and results are compared with benchmark results.
The problem-dependent cross sections are observed to produce eigenvalue estimates that are closer to the benchmark
results than those without the problem-dependent cross sections.

Keywords: Monte Carlo, Doppler broadening, thermal scattering, KENO, SCALE

1. Introduction

Cross-section files are generally provided in Evaluated
Nuclear Data Format (ENDF) formatted data files [1] that
contain all of the necessary data to create continuous en-
ergy (CE) data libraries for use in a Monte Carlo calcula-5

tion. To be useful, these ENDF data files are generally pro-
cessed by a cross-section processing code such as AMPX
[2] or NJOY [3] for use in a radiation transport code such
as CE-KENO [4]. For one-dimensional cross sections, the
data are usually provided at one temperature (designated10

as 0 K), and need to be Doppler-broadened to various tem-
peratures before they can be used at reactor-level temper-
atures.

Exact Doppler-broadened cross sections can be done by
the nuclear data-processing codes using Doppler broaden-15

ing equations [5]; however, producing exact cross sections
at a large number of temperatures would consume a signif-
icant amount of time and space, both in memory and on a
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hard disk. Therefore, cross-section libraries are generally
only created at several different temperatures; for KENO,20

part of the SCALE code suite [6], there are generally six
temperatures created. For KENO in CE mode, if the tem-
perature desired is not one of the pregenerated tempera-
tures, then the closest temperature is used. A case contain-
ing materials that are 50 K away from a library tempera-25

ture can produce significantly different results when com-
pared with a case that is using the temperature-corrected
cross sections.

Two-dimensional cross sections are generally provided
for thermal moderators in order to account for crystalline30

effects encounted when neutrons are traveling at thermal
speeds. Unlike the one-dimensional cross sections, the
ENDF files are usually provided at a variety of temper-
atures. However, no Doppler broadening is done on these
temperatures, so the end result is the same: If a tempera-35

ture desired by the user is sufficiently far from the library
temperatures, errors in the eigenvalue estimates can occur.
Some previous work has been done to provide for on-the-
fly (OTF) Doppler broadening of one-dimensional neutron
cross sections [7, 8, 9, 10, 11] in other Monte Carlo codes.40

For example, MCNP6 [12] ships with a utility to generate
fits to cross-section data so that cross sections can be cal-
culated on-the-fly for any temperature as desired. KENO
previously had no such capability to Doppler broaden cross
sections.45

In this paper two methods are discussed to temperature-
correct the provided cross sections. A finite difference
method is employed for the one-dimensional cross sec-
tions. This method is much faster than the exact Doppler-
broadening method developed by Cullen and can use the50
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data libraries that have already been created. For two-
dimensional thermal moderator data, a simple unit-base
interpolation scheme is used on the probability distribu-
tions of the double differential cross sections. By com-
bining the aforementioned methods with temperature in-55

terpolation on the probability tables covering the unre-
solved resonance range (such as in [13]), KENO will have
temperature-corrected neutron cross sections for all energy
regions of interest [14].

2. One-Dimensional Method60

For one-dimensional cross sections the approach to be
implemented into KENO utilizes a finite-difference method
similar to that used by SAMMY [15], which is well suited
for resonance analysis and light water reactor (LWR) ap-
plications. This approach is based on the Leal-Hwang scat-65

tering method [16], in which the Doppler broadened cross
sections satisfy a heat equation of the form

∂2F

∂u2
=
∂F

∂ζ
, (1)

where F is the function of interest (in this case the cross
section), u is the energy range, and ζ is the temperature.
Then, because of the initial condition F (u, 0) for −∞ <70

u < ∞ and the boundary conditions F (∞, ζ) = F (∞, 0)
and F (−∞, ζ) = F (−∞, 0), the function F can be calcu-
lated using the finite-difference method.

The application of the finite-difference method solves
Eq. (1) by applying an explicit finite-difference formalism
assuming constant meshes with δu ≡ h and δζ ≡ γ. The
first and second derivatives can then be expanded in a
Taylor’s series. Thus the explicit finite-difference equation
for the function F at any ui and ζj+1 is

F j+1
i = s(F ji+1 + aF ji + F ji−1), (2)

where s ≡ γ
h2 and a ≡ 1−2s

s . The finite-difference equation
in Eq. (2) can be modified for nonuniform meshes as

F j+1
i = s

(
aF ji +

2(F ji−1δvr + F ji+1δvl)

δvr + δvl

)
, (3)

where s ≡ γ
δvlδvr

, a ≡ 1−2s
s , δvl = vi−vi−1, δvr = vi+1−vi,

and vi is the momentum at the ith grid point.75

Selecting a ∆T that is small (such as 1 K) allows for
agreement within 0.1% to reference cross sections across all
energies except for very low and very high energies. The
increase in error at the edges of the energy range is due to
limitations in the finite-difference method. Because each80

element in the energy grid uses the surrounding elements
to calculate the new value, the finite-difference method
produces poor cross-section estimates when surrounding
elements are inaccurate or do not exist. In an attempt
to alleviate these errors, extra points can be added past85

the known energy range. This reduces the error for cross

sections at very high and very low energies by extrapolat-
ing the known cross-section data but does not eliminate it
completely.

Doppler broadening is controlled by the dbx parame-90

ter in KENO. By setting dbx to 1, the finite difference
approach is enabled. Fig. 1 show the results of using the
finite-difference method to obtain cross sections for the
238U scattering reaction at 900 K near the low-energy tail.
As previously discussed, the error in the tail region quickly95

disappears as one moves away from the energy boundary.
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Figure 1: 238U scattering cross sections showing a tail.

As seen in Fig. 1, the error at the low-energy tail can
approach 10%. Although the error probably has little ef-
fect on the results, it would be beneficial to try and mini-
mize it. One solution is to use linear interpolation for the100

first five momentum points on the energy grid. Since there
are no resonances in this extremely small energy range,
doing so would not introduce any errors into the broad-
ened cross sections. By using interpolation for the first
ten points, the results from Fig. 1 using the FDM con-105
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verge onto 900 K reference results.
An example of this approach is shown in Fig. 2 for 16O.

In Fig. 2a there is a large error (approaching 10%) in the
lower tail region. This contrasts sharply with the lack of
error in the rest of the energy space, although there is a110

small error when the finite difference method is used in the
resonances. In Fig. 2b the error has mostly disappeared
and is less than 0.2% in the tail region. The rest of the
energy range is mostly unaffected by the change.

(a) No interpolation on first five points.

(b) Interpolation on first five points.

Figure 2: Differences in 16O cross sections.

Another problem may arise when dealing with isotopes115

that do not have a large resonance structure, are light,
or have some other small irregularites. One example is
1H in water, which contains no resonances and also isn’t
smoothly decreasing around 0.01 eV. This slight bump
causes an instability in the finite difference method as120

it propagates to the lower energies. This can be seen in
Fig. 3a, where the Doppler-broadened cross sections actu-
ally exceed the higher-temperature cross sections for the
low-energy range.

(a) Finite-difference method.

(b) Interpolation method.

Figure 3: Differences in 1H cross sections.

Linear interpolation in the square root of temperature125

over the entire energy range can be used to remedy this
problem. This should not introduce error due to the lack
of resonances. Results from this interpolation are shown
in Fig. 3b. Since this approach corrects the problem, in-
terpolation should be used instead of the finite difference130

method for Doppler-broadening the one-dimensional cross
sections for isotopes that have no resonance structure. If
the cross sections are obtained from the ENDF thermal
scattering sublibrary only interpolation is used.

3. One-Dimensional Results135

A variety of test cases were run to test the impact of the
one-dimensional problem-dependent Doppler broadening.

3.1. Pin Cell

The first case used a slightly enriched (3.5%) 235U pin
cell. Before problem-dependent Doppler broadening was140
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implemented, KENO would simply use cross sections at
the closest temperature that was present in the libraries
with no interpolation. If the user specified 760 K, KENO
would use 900 K. As shown in Fig. 4, this leads to non-
physical “steps” in the eigenvalue as the library changes to145

another temperature. KENO was run with the problem-
dependent Doppler broadening enabled (titled CE-OTF),
which shows a much smoother and more accurate eigen-
value curve as the temperature of the fuel increases.
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Figure 4: Results for a PWR pin cell showing impact of problem-
dependent Doppler broadening.

The multigroup 252 group library results are also shown150

in Fig. 4. Currently multigroup KENO uses linear inter-
polation to temperature-adjust multigroup libraries, which
explains why it produces non-step-like eigenvalue estimates
that show good agreement with the CE results when Doppler
broadening is enabled. Current reference libraries that155

ship with KENO include the temperatures 293 K, 565 K,
600 K, 900 K, 1200 K, and 2400 K. KENO broadens from
the closest, lower, cross section data file available. When
the user requests a temperature that already exists on the
provided library, KENO will not perform Doppler broad-160

ening. In Fig. 4 this manifests as the Doppler broaden-
ing results converging with the reference results at library
temperatures.

3.2. Radial and Axial Temperature Effects

In order to better understand the effect of radial and165

axial temperature profiles in a fuel pin, two additional pin
cell models were created. These pin cells were very similar
to the one described previously, but one had nine radial
temperature regions and the other had nine radial temper-
ature regions and nine axial temperature regions (a total170

of 81 different temperature regions). These pin cells were
designed to more closely mimic the temperature profile
found in an operating reactor.

Fig. 5 shows the radial temperature used in the first
case along with the temperatures used in KENO without175

problem-dependent Doppler broadening.

Figure 5: Radial temperature for the fuel pin model.

The impact of Doppler broadening on the eigenvalue is
shown in Table 1, where σ is the statistical uncertainty of
k-effective from the Monte Carlo run.

Table 1: Eigenvalue results for pin cell with different radial temper-
atures.

No DB DB Difference [pcm]

Eigenvalue 1.31489 1.31260 -174
(σ) (0.00015) (0.00014)

For the case where both the axial and radial tempera-180

tures vary, the temperature profiles in both the axial and
radial directions are shown in Fig. 6. Axial region 1 is the
center axial region of the fuel pin, with axial region 2 being
the region directly above and below it. Eigenvalue results
are shown in Table 2.185

For both cases, the overall impact is to lower the eigen-
value. Fig. 4 shows that this is the expected behavior. As
the temperature in the pin cell increases, the eigenvalue
decreases. Since the net effect of the radial and axial pro-
files is to increase the average pin cell temperature, the190

eigenvalue should be lower than that of the non-Doppler-
broadened case.

Table 2: Eigenvalue results for a pin cell with different axial and
radial temperatures.

No DB DB Difference [pcm]

Eigenvalue 1.31623 1.31387 -179
(σ) (0.00014) (0.00015)
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Figure 6: Radial temperature for each axial region of a pin cell.

3.3. 3D Assembly

The next test case used is that of the full 3D assem-
bly shown in Fig. 7 [17]. The fuel assembly used low-195

enriched uranium and had 18 different temperatures along
the length of the fuel rods. The large number of fuel re-
gions with different temperatures will highlight the effects
of Doppler broadening on the cross sections. Traditional
KENO calculations would use the same cross sections for200

all 18 temperatures because all temperatures are near the
same reference library, which, in this case, results in a 193
pcm difference in reactivity.

Figure 7: Radial view of a 3D assembly model generated by KENO.

Table 3: 3D assembly-problem-dependent Doppler-broadening re-
sults.

Case Eigenvalue Difference vs.
(σ) Multi-Group

MG 1.04323 -
(0.00003)

CE No DB 1.04617 282
(0.00005)

CE w/ DB 1.04424 97
(0.00005)

As seen in Table 3, using Doppler-broadened cross sec-
tions induces a difference of several hundred pcm. The205

impact on the run time is minimal because all cross sec-
tions are Doppler-broadened before any transport calcu-
lations are done. Cross sections would have to be recal-
culated any time the temperature changed, making ther-
mohydraulic coupling inefficient. Most isotopes can be210

Doppler-broadened in a few seconds, and the worst-case
scenario of 238U takes less than 1 min.

4. Two-Dimensional Method

After the one-dimensional cross sections have been Doppler-
broaded, the next step is to Doppler-broaden the two-215

dimensional cross sections (or kinematics data) used for
the thermal moderators.

4.1. Interpolation Method on Double Differential Probabil-
ity Data

KENO uses cumulative probability distribution func-220

tions (CDFs) and probability distribution functions (PDFs)
of the double differential scattering cross sections. The
PDFs and CDFs are stored on an AMPX Continuous En-
ergy (CE) library for use by KENO. During problem setup,
KENO will open the CE library with the closest temper-225

ature to the model temperature and will use the data for
all neutron interactions with the thermal moderator.

The method implemented in KENO uses linear interpo-
lation on the cosine (µ) and energy (E) probabilities. This
is different than previous methods done using on-the-fly
sampling of the thermal neutron scattering data.[18] For
interpolation on cosines, no extra manipulation needs to be
done, and the interpolated probability can be determined
by

p(µ|Ein, T ) = p(µ|Ein, Ti)+
T − Ti
Ti+1 − Ti

[p(µ|Ein, Ti+1)− p(µ|Ein, Ti)] , (4)

where Ein is the incident energy of the neutron. For the
outgoing energy (E) probabilities, a traditional unit-base
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normalization [19] is applied before linear interpolation is
done. The equation is then the same as Eq. (4):

p(Ê|µ,Ein, T ) = p(Ê|µ,Ein, Ti)+
T − Ti
Ti+1 − Ti

[
p(Ê|µ,Ein, Ti+1)− p(Ê|µ,Ein, Ti)

]
. (5)

Typically the interpolation is done on one of the CDF or
PDF, and then the other value is recalculated.

The unit-base normalization is required when the en-230

ergy range of a probability distribution varies at different
temperatures or incoming energies. Looking at Fig. 8, we
can observe the major problem with Cartesian interpo-
lation; the panel at E will have features from the lower
panel at the low end and from the upper panel at the high235

end. This will cause the resulting function to have arti-
ficial peaks when the distributions shift as a function of
energy, as is usually the case.

Figure 8: Interpolation between two-dimensional panels.

Eqs. (4) and (5) are relatively simple; however, a lot
of effort has to go into ensuring that the interpolation is240

done on the same Ein and µ grid. Much of the coding
is involved in dealing with this “bookkeeping.” Generally,
this is more difficult for the exit energy probabilities, as
there the µ and Ein grids have to be the same. For those
cases, the µ and Ein grid from the closest temperature245

is used as a reference, and a “dummy” panel is created
at the desired angles and energies for the far temperature
using (unit-base) linear interpolation. Eq. (5) can then
be used to calculate the probabilities at the intermediate
temperature.250

For the case where the cosine probabilities are equiprob-
able (generally the case for incoherent inelastic scattering),
it is beneficial to do linear interpolation on the cosines in-
stead of on the cosine CDFs and PDFs. This is done by
using linear interpolation in temperature:

µ = µi +
T − Ti
Ti+1 − Ti

(µi+1 − µi) . (6)

4.2. Two-Dimensional Results

In order to test the Doppler broadening of the kine-
matic two-dimensional data, a variety of moderators have
to be used. Some moderators will only have incoherent
inelastic scattering, but some moderators will also have ei-255

ther incoherent or coherent elastic scattering. The Doppler-
broadening routines need to be able to handle all such cases
successfully.

4.2.1. Incoherent Inelastic Scattering

Incoherent inelastic scattering (stored exclusively in260

MT 1007) is present in all thermal moderators and is ar-
guably the most important scattering method present in
the cross-section libraries. While any isotope would test
this successfully, hydrogen in water was chosen as the main
testing material. Hydrogen in water is the thermal mod-265

erator for the vast majority of operating nuclear reactors.
As such, it is important to see if the interpolation scheme
is producing reasonable results.

For hydrogen in water, data exist in the SCALE/ENDF
cross-section libraries at the temperatures 293 K, 350 K,270

400 K, 450 K, 500 K, 550 K, 600 K, 650 K, and 800 K. In-
terpolation is controlled by the dbx parameter in KENO.
By setting dbx to 2, two-dimensional interpolation is en-
abled. Results from these cases are shown in Fig. 9. As

Figure 9: 2D interpolation results from pin cell (hydrogen in water).

can be seen from Fig. 9, results from the interpolated runs275

fall into the expected range of k-effective. There is some
disagreement between 650 K and 800 K eigenvalues, but
this is expected due to the large difference in temperature
between the two reference libraries.

4.2.2. Coherent Elastic Scattering280

Coherent elastic scattering is present in many crys-
talline materials and is characterized by the presence of
Bragg edges. Bragg edges result in a histogram style of
PDF (see Fig. 10), where neutrons will scatter at discrete
angles. Elastic scattering is stored in MT 1008, and this285
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Figure 10: Bragg edges in graphite.

histogram nature is one easy way to test whether or not
the scattering stored in MT 1008 is coherent or incoherent.

Interpolating the Bragg edge-scattering data is rela-
tively easy. If a specific scattering cosine exists at both290

temperatures, the new PDF can be interpolated between
the two temperatures. If the specific scattering cosine only
exists on one of the two temperatures, then the PDF is ob-
tained by interpolating between the temperature where it
exists and zero. In this way, the final results will contain295

the aggregate of the PDFs from both temperatures. The
CDFs are then recalculated from the PDF data.

To test interpolation on this type of scattering, graphite
is used as a moderator. The case tested involved a sphere
of uranium surrounded by a larger sphere of the graphite300

moderator. The fuel was slightly enriched uranium ox-
ide (UO2) at 900 K. The graphite temperature was varied
to obtain the results. Results from the current reference
temperatures and from using interpolation are shown in
Fig. 11. The eigenvalues resulting from the interpolation305

runs are consistent with what is expected by interpolating
the eigenvalues from the reference library runs.

4.2.3. Incoherent Elastic Scattering

Incoherent elastic scattering is stored much like inco-
herent inelastic scattering, except that it is stored in MT310

1008 and does not generally use equiprobable cosine bins.
Therefore it can be treated much the same as inelastic
scattering, except allowances have to be made to allow for
cosines to exist on some temperatures and not others. An
isotope will not have both incoherent and coherent elastic315

scattering. Therefore, MT 1008 can be used for both types
of scattering.

The test case used for incoherent elastic scattering was
hydrogen in polyethylene. Like all thermal moderators,
hydrogen in polyethylene contains incoherent inelastic scat-320

tering in MT 1007; however it also contains incoherent

Figure 11: 2D interpolation results from graphite sphere.

elastic scattering in MT 1008. Unlike the other cases pre-
sented thus far, there are only two reference temperatures
available for polyethylene: 293 K and 300 K. Results from
the current reference temperatures and from using inter-325

polation are shown in Fig. 12. Again, the eigenvalues re-
sulting from these interpolation runs are consistent with
what is expected by interpolating the eigenvalues from the
reference library runs.

Figure 12: 2D interpolation results from polyethylene sphere.

5. Benchmarks330

The International Handbook of Evaluated Reactor Physics
Benchmark Experiments (IHERPhBE) [20] was prepared
by a working group of experienced reactor physics per-
sonnel. It contains reactor physics benchmark specifica-
tions that have been derived from experiments performed335

at various nuclear experimental facilities around the world.
The benchmark specifications are intended for use to val-
idate calculation techniques. The most recent edition of
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the handbook contains data from 53 different experimental
series that were performed at 31 different reactor facilities.340

Many of the benchmarks in the handbooks were con-
ducted at room temperature. Therefore one goal was to
find several elevated-temperature benchmarks that could
be used to test the effectiveness of the problem-dependent
Doppler-broadening methods. Several benchmarks were345

identified, all at elevated temperatures of around 500 K.
Since the closest cross-section libraries provided with SCALE
are at 565 K, it should provide a good check for the accu-
racy of the Doppler-broadening methods.

5.1. KRITZ-2:19350

The first evaluation, known as KRITZ-2:19, was an
experiment with mixed-oxide rods at an 18.00 mm pitch.
Criticality was obtained by controlling the boron content
in the water and by adjusting the water level. The square
inner tank was filled with water up to the level needed to355

achieve criticality. The space between the inner tank and
the cylindrical outer tank served as a dump area and was
effectively filled with steam.

The experimental, measured, and benchmark-model
keffs are given in Table 4. As a critical reactor, it was360

expected that the measured and experimental keff will be
unity. Due to simplifications made in the model, it was de-
termined that the benchmark keff will actually be slightly
above unity. The benchmark keff was the value expected
to be calculated with the Monte Carlo codes. Tables 5365

and 6 show the benchmark results from MCNP (obtained
from the evaluation report) and from KENO, respectively.
MCNP used a weighted mixture of cross sections from the
two closest temperature libraries to obtain cross sections
that are accurate at the desired temperatures. KENO was370

fairly close to the MCNP results for the cold case when
they are both using the ENDF 7.0 library. When the 7.1
library was used, the eigenvalue fell slightly but was still
within two standard deviations of the benchmark. For the
hot case, KENO was extremely close to the MCNP JEFF375

result only when Doppler broadening was enabled. This
was expected since the temperature of the hot case is 510
K, which is sufficiently far from the closest library (565 K)
to introduce error.

5.2. KRITZ-2:1380

The second KRITZ evaluation, known as KRITZ-2:1,
was a rectangular array of low enriched uranium Zircalloy-
2 fuel rods in light water [21]. Again, criticality was achieved
by regulating the concentration of boron in water and by
adjusting the water level.385

The experimental, measured, and benchmark-model
keffs are given in Table 7. The statements regarding the
keff values made in regard to KRITZ-2:19 (Section 5.1)
also apply for this KRITZ case. Tables 8 and 9 show
the benchmark results from MCNP (obtained from the390

evaluation report) and from KENO for the cold and hot

Table 4: Experimental, measured, and benchmark-model keff for
KRITZ-2:19.

Cold Hot

Measured 1.0000 ± 0.0001 1.0000 ± 0.0001
Experimental 1.0000 ± 0.0015 1.0000 ± 0.0019
Benchmark 1.0077 ± 0.0030 1.0055 ± 0.0027

Table 5: Benchmark results for KRITZ-2:19 cold case.

keff
C
E − 1 (%)

MCNP
1.0023 ± 0.0001 -0.54

JEFF 3.1

MCNP
1.0031 ± 0.0001 -0.44

ENDF/B-VII.0

KENO
1.0027 ± 0.0001 -0.50ENDF/B-VII.0

DBX = 0

KENO
1.0019 ± 0.0001 -0.58ENDF/B-VII.1

DBX = 0

Table 6: Benchmark results for KRITZ-2:19 hot case.

keff
C
E − 1 (%)

MCNP
1.0011 ± 0.0001 -0.44

JEFF 3.1

KENO
0.9991 ± 0.0001 -0.64ENDF/B-VII.0

DBX = 0

KENO
1.0010 ± 0.0001 -0.45ENDF/B-VII.0

DBX = 2

KENO
0.9986 ± 0.0001 -0.69ENDF/B-VII.1

DBX = 0

KENO
1.0005 ± 0.0001 -0.50ENDF/B-VII.1

DBX = 2
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cases, respectively. Again, MCNP used a weighted mix-
ture of cross sections from the two closest libraries to ob-
tain cross sections that are accurate at the desired tem-
peratures. For the cold case, KENO was actually slightly395

closer to the benchmark values than MCNP. For the hot
case, KENO was slightly further away from the benchmark
than MCNP. Without Doppler broadening, the KENO re-
sults are particularly off the benchmark. Enabling Doppler
broadening increased the keff by ∼150 pcm and made the400

results closer to the benchmark. Like previous cases, en-
abling direct S(α, β) lowered the keff by ∼10 pcm, which
was generally within one standard deviation of the original
KENO result.

6. Conclusions405

Typically, reactor analysis tools ship with only a sub-
set of temperatures that a reactor physics analyst needs in
order to accurately model a problem. A one-dimensional
method to Doppler-broaden cross secions was expanded
and coded into the Monte Carlo code KENO. By using410

this method, cross sections can be Doppler-broadened to
any temperature that the user selects. Doppler broaden-
ing is done before neutron transport begins. Therefore
the method has been christened as “problem-dependent
Doppler pre-broadening.” Using the temperature-corrected415

data shows an immediate impact when a temperature that
is not in a library is used. Having correct temperatures
for each fuel and moderator region will become increas-
ingly important as Monte Carlo is used to model full re-
actors. It is also a paramount ability if accurate coupling420

to thermal-hydraulic codes is desired.
In addition to Doppler broadening the one-dimensional

cross sections, correcting the temperature of the two-
dimensional kinematics data was also examined. A unit-
base interpolation sheme was devised and implemented425

for the energy and scattering cosine cumulative distribu-
tion functions. It was shown that, by using this method,
more accurate results could be obtained at temperatures
between those provided by the libraries.

A variety of benchmarks taken from reactor physics430

and criticality safety benchmark evaluations were used to
verify the accuracy of the new methods. Efforts were made
to find evaluations that contained cases that were run at
an elevated temperature in order to test the effectiveness
of the Doppler-broadening mechanisms. Overall, the re-435

sults became more accurate when the Doppler-broadening
methods were used. In the future, as model complexity
and multiphysics couplings increase, it will become more
and more important to have an accurate cross-section and
scattering methodology.440
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Table 7: Experimental, measured, and benchmark-model keff for
KRITZ-2:1.

Cold Hot

Measured 1.0000 ± 0.0001 1.0000 ± 0.0001
Experimental 1.0000 ± 0.0018 1.0000 ± 0.0026
Benchmark 1.0025 ± 0.0020 1.0024 ± 0.0028

Table 8: Benchmark results for KRITZ-2:1 cold case.

keff
C
E − 1 (%)

MCNP
0.9975 ± 0.0001 -0.50

JEFF 3.1

MCNP
0.9981 ± 0.0001 -0.43

ENDF/B-VII.0

KENO
0.9990 ± 0.0001 -0.35ENDF/B-VII.0

DBX = 0

Table 9: Benchmark results for KRITZ-2:1 hot case.

keff
C
E − 1 (%)

MCNP
0.9992 ± 0.0001 -0.33

JEFF 3.1

KENO
0.9958 ± 0.0001 -0.66ENDF/B-VII.0

DBX = 0

KENO
0.9973 ± 0.0001 -0.51ENDF/B-VII.0

DBX = 2
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Brief Review of the R-Matrix Theory

L. C. Leal

Introduction

Resonance theory deals with the description of the nucleon-nucleus interaction and aims at
the prediction of the experimental structure of cross sections. Resonance theory is basically an
interaction model which treats the nucleus as a black box, whereas nuclear models are concerned
with the description of the nuclear properties based on models of the nuclear forces (nuclear
potential). Any theoretical method of calculating the neutron-nucleus interactions or nuclear
properties cannot fully describe the nuclear effects inside the nucleus because of the complexity of
the nucleus and because the nuclear forces, acting within the nucleus, are not known in detail.
Quantities related to internal properties of the nucleus are taken, in this theory, as parameters which
can be determined by examining the experimental results.

The general R-matrix theory, introduced by Wigner and Eisenbud in 1947, is a powerful
nuclear interaction model. Despite the generality of the theory, it does not require information about
the internal structure of the nucleus; instead, the unknown internal properties, appearing as elements
in the R-matrix, are treated as parameters and can be determined by examining the measured cross
sections. 

A brief review of the R-matrix theory will be given here and the interaction models which
are specializations of the general R-matrix will be described. The practical aspects of the general R-
matrix theory, as well as the relationship between the collision matrix U and the level matrix A with
the R-matrix, will be presented. 

Overview of the R-Matrix Theory

The general R-matrix theory has been extensively described by Lane and Thomas. An
overview is presented here as introduction for the resonance formalisms which will be described
later.

To understand the basic points of the general R-matrix theory, we will consider a simple case
of neutron collision in which the spin dependence of the constituents of the interactions is neglected.
Although the mathematics involved in this special case is over-simplified, it nevertheless contains
the essential elements of the general theory.

As mentioned before, the nuclear potential inside the nucleus is not known; therefore, the
behavior of the wave function in the internal region of the nucleus cannot be calculated directly from
the Schrödinger equation. In the R-matrix analysis the inner wave function of the angular
momentum l is expanded in a linear combination of the eigenfunctions of the energy levels in the
compound nucleus. Mathematically speaking, if is the inner wave function at any energy E
and  is the eigenfunction at the energy eigenvalue E8, the relation becomes

Courtesy of Luiz Leal, Oak Ridge National Laboratory. Used with permission.
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(1)

(2)

(3)

(4)

 (5)

(6)

Both  and  are solutions of the radial Schrödinger equations in the internal
region given by

and

Since all terms in this expression must be finite at , both functions vanish at that point.
In addition, the logarithmic derivative of the eigenfunction at the nuclear surface, say at , is
taken to be constant so that

where  is an arbitrary boundary constant.

Since we are dealing with eigenfunctions of a real Hamiltonian,  are orthogonal.
Assuming that  are also normalized, we have

From Eq. (xx-1) and the orthogonality condition, we find the coefficients ,



3

(7)

(8)

(9)

(10)

(11)

To proceed to the construction of the R-matrix, Eq. (xx-2) is multiplied by and Eq.
(xx-3) is multiplied by . Subtracting and integrating the result over the range  to  (as in
Eq. (xx-6)) produces the expression for the coefficients :

Inserting  into Eq. (xx-1) for r=a at the surface of the nucleus and using Eq. (xx-4), gives
the following expression for the wave function:

Equation (xx-8) relates the value of the inner wave function to its derivative at the surface
of the nucleus. The R matrix is defined as

or

where , the reduced width amplitude for the level 8 and angular momentum l, is defined
as

The reduced width amplitude depends on the value of the inner wave function at the nuclear
surface. Both and are the unknown parameters of the R matrix which can be evaluated by
examining the measured cross sections.

The generalization of Eq. (xx-10) is obtained by including the neutron-nucleus spin
dependence and several possibilities in which the reaction process can occur. The concept of channel
is introduced to designate a possible pair of nucleus and particle and the spin of the pair. The
channel containing the initial state is called the entrance channel (channel c), whereas, the channel
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(12)

(13)

(14)

(15)

(16)

containing the final state is the exit channel (channel c’). The elements of the R matrix in the general
case are given by

where the reduced width amplitude becomes

The next objective is to relate the R-matrix to the cross-section formalism so that cross
sections can be computed once the elements of the R-matrix are known.

Relation between the R-matrix and the Collision Matrix U

The general expressions for the neutron-nucleus cross sections are based on the collision
matrix, also known as U-matrix, whose elements can be expressed in terms of the elements of the
R-matrix. From basic quantum mechanics theory the cross sections for the neutron-nucleus
interaction can be given as a function of the matrix U as follows:

(1) Elastic Cross Section

(2) Reaction Cross Section which includes everything which is not elastic scattering (i.e.,
reaction=fission, capture, inelastic, ...)

3) Total Cross Section 

where  is the neutron reduced wavelength given by
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(17)

 for r $ a ,        (18)

(19)

(20)

(21)

We first derive the relationship between the U and R matrices, for a simple case of spinless
neutral particles. The total wave function in the region outside the nuclear potential can be expressed
as a linear combination of the incoming and outgoing wave functions. If and  are the
incoming and outgoing wave functions for a free particle, respectively, the solution of the radial
Schrödinger equation can be written as

where  is a normalization constant.

The presence of the U-matrix in Eq. (xx-18) (in this case a matrix of one element) indicates
that the amplitudes of the incoming and outgoing wave functions are, in general, different. The case
of  corresponds to pure elastic scattering which means that no reaction has occurred.

The Schrödinger equation for  and  is the same as Eq. (xx-2) with 
since the potential outside the nucleus is zero. The solution is a combination of the spherical Bessel
( ) and Neumann ( ) functions

and

where . 

The relation between the U and the R-matrices is obtained by first noting that Eq. (xx-8) can
be written as

where  is given in Eq. (xx-9).
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(22)

(23)

(24)

(25)

(26)

Equation (xx-21), when combined with Eq. (xx-18), provides the relation between R and U-
matrices as

We define the logarithmic derivative as

Since from Eqs. (xx-19) and (xx-20),  and  are complex conjugates,

Equation (xx-22) becomes

Equation (xx-25) represents the desired relationship between the collision matrix U and the matrix
R.

The representation of the neutron cross sections will depend on the reduced width amplitudes
 and  which are unknown parameters of Eq. (xx-25). Those parameters are obtained by fitting

the experimental cross section.

The general relation between the matrices U and R is similar to Eq. (xx-25) with each term
converted to matrix form:
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(27)

(28)

(29)

(30)

All matrices in Eq. (xx-26) are diagonal except the R matrix. The matrix elements of 
are given by .

It should be noted that no approximation was used in deriving Eq. (xx-26). That equation
represents an exact expression relating U and R, and leads to the determination of the cross section
according to Eqs. (xx-14, xx-15, and xx-16). 

To avoid dealing with matrices of large dimensions, several approximations of the R-matrix
theory have been introduced. We will discuss various of these cross-section formalisms in the pages
to come; we begin by introducing the level matrix A.

Relation between U, R, and A

Another presentation of Eq. (xx-26) may be obtained by introducing the following definitions

and

where S and P are real matrices which contains the shift and the penetration factors, respectively
and  .

From Eqs. (xx-20, xx-23, and xx-27), the penetration factors can be written as
, and Eq. (xx-26) becomes

with .

It should be realized that the R-matrix is a channel matrix; i.e. it depends on the entrance and
outgoing channels c and c’. The level matrix concept introduced by Wigner attempts to relate the
U matrix to a matrix in which the indices are the energy levels of the compound nucleus, the level
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(31)

(32)

(33)

(34)

(35)

matrix of elements . In relating the channel matrix to the level matrix we recall that the R matrix
is defined as

where  indicates the direct product between two vectors. 

The expression  can be written as

where we have defined , and  is a symmetric matrix. The form of Eq. (xx-32) suggests
the following relation

where the indices  and  refer to energy levels in the compound nucleus and A is determined as
follows:

Multiplying Eqs. (xx-32) and (xx-33) and using the identity , we
obtain the following expression,

Factoring the term  in the above equation, we find that the level matrix  satisfies the
equation

The evaluation of the matrix  which appears in Eq. (xx-30) is obtained by
combining Eqs. (xx-31) and (xx-33) which gives



9

(36)

(37)

(38)

(39)

(40)

(41)

Using Eq. (xx-35) as  gives

Hence, the collision matrix is related to the level matrix as

The elements of the collision matrix for entrance and exit channels c and c’, respectively,
are given as

where

is the level width, and from Eq. (xx-35) the level matrix is

It should be remembered that no approximation has been introduced in the formal derivation
of the collision matrix up to this point.

Simplified Models Derived from the General R-Matrix Theory
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(42)

(43)

(44)

(45)

(46)

In this session we will present the approximations introduced to the R-matrix and, likewise,
to the level matrix A which leads to various simplified resonance formalisms. The cross section
formalisms frequently used are the single-level Breit-Wigner (SLBW), the Multilevel Breit-Wigner
(MLBW), the Adler-Adler (AA), and the Reich-Moore (RM) formalism (also known as the reduced
R-matrix formalism). A new methodology, called multipole representation of the cross section, was
developed at Argonne National Laboratory by R. N. Hwang; in this approach the cross section
representation is done in the momentum space ( ). We will address the approximations needed
to obtain these simplified R-matrix models.
 

 The starting points in deriving these formalisms will be the level matrix A and its relation
to the collision matrix U.

The collision matrix is given by

The level matrix is represented as

1. Multilevel Breit-Wigner (MLBW) Formalism

In the MLBW approximation the level matrix is assumed to be diagonal, which means that
the off-diagonal elements of the second term in the matrix given in Eq. (xx-43) are neglected, i.e.,
 

Hence Eq. (xx-43) becomes

From Eqs. (xx-27) and (xx-40) we have  and , which leads to
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  (47)

(48)

(49)

(50)

(51)

where  (energy shift factor for the MLBW) and . Redefining

, the level matrix becomes

The collision matrix given by Eq. (xx-42) becomes

From this point, we proceed to the derivation of the cross section formalism in the MLBW
representation. For a reaction in which  (fission, capture, or inelastic scattering channels) the
collision matrix and the reaction cross section are given respectively by

and

where we have used the identity  in Eq. (xx-49). Inserting Eq. (xx-49) into Eq. (xx-50) gives
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(52)

(53)

(54)

(55)

(56)

(57)

where we have made  and . This expression can be further modified by
using the following identity

which gives 

where . The second term in Eq. (xx-53) is the complex conjugate of the first
term, hence

The term in the summation on  can be expanded to give

where

and the line shapes  and  are defined as

and
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(58)

(59)

(60)

(61)

(62)

Equation (xx-55) is the MLBW cross section form for the reaction cross section. A similar
procedure can be followed to derive the elastic cross section.

2. Single Level Breit-Wigner (SLBW) Formalism

The SLBW cross section formalism is a particular case of Eq. (xx-55) when the second term
in Eq. (xx-56) is zero, that is, .

3. Adler-Adler (AA) Formalism

The AA approximation consists of applying an orthogonal complex transformation which
diagonalizes the level matrix as given in Eq. (xx-43). We are looking for a transformation such that
 

or

where . Here  is a orthogonal complex matrix and  is a diagonal matrix of
complex elements. The elements of the matrix in Eq. (xx-60) are given as

The collision matrix of Eq. (xx-42) then becomes

where  and . The elements of the  matrix are determined from
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(63)

(64)

(65)

(66)

where Eq. (xx-43) has been used.

Because of the energy dependence of  through the penetration factor , the elements
 will, in general, be energy-dependent. In the AA approach, the energy dependence of  is

neglected. This assumption works very well for fissile isotopes where the resonance region is
predominantly described by s-wave resonances (angular momentum corresponding to ) for
which the penetration factor is energy independent. However, the assumption breaks down when p-
wave ( ) or other neutron partial wave functions with angular momentum greater than 1 are
present. 

The reaction cross section in the AA formalism can be obtained in a similar way to that
developed for the MLBW. The result is

where the following definitions were made

and

4. Reich-Moore Formalism

The approach proposed by Reich and Moore for treating the neutron-nucleus cross sections
consists of eliminating the off-diagonal contribution of the photon channels. The rationale for this
assumption is this: systematic measurements of the resonance widths, mainly in the case of the
neutron and fission widths, show strong fluctuations among resonances of the same total angular
momentum and parity. It should be expected, from Eq. (xx-40), that these fluctuations are connected
either to the reduced widths  or to the penetration factors . However, it is improbable that such
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(67)

(68)

(69)

(70)

(71)

fluctuations are due to the penetration factors because they are either constant or a smooth function
of the energy. Hence, the fluctuations must be related to the reduced widths. Porter and Thomas
noted that the reduced widths  of Eq. (xx-13) are functions of the channel functions 
which, in turn, are projections of the eigenfunctions of the compound nucleus onto the nuclear
surface and exhibit random size variations. Consequently, the large number of gamma channels
implies that  is very small for . The second term of the level matrix in Eq. (xx-43)
is divided in two parts as

and in the RM approximation

The level matrix becomes

where, similarly to the MLBW, the following definitions were made:

 (Energy shift factor), and . Note that these quantities are

different from that in the MLBW formalism. Again, redefining  we have

From this point we are going to derive a relation between the collision and the level matrix
in the RM representation. Multiplying Eq. (xx-70) by  and summing over  gives



16

(72)

(73)

(74)

(75)

(76)

(77)

Multiplying Eq. (xx-71) on the left by  and on the right by  and summing over  and 
gives

If we define

and

then Eq. (xx-72) becomes

Note that this R matrix is an approximation, not to be confused with the exact R-matrix defined
earlier.

Rearranging Eq. (xx-75) gives

Hence, from Eq. (xx-42) the collision matrix in the RM approximation becomes
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(78)

(79)

(80)

(81)

(82)

(83)

Equation (xx-77) relates the collision matrix to the Reich-Moore R-matrix in a form similar
to that in the case of the general R-matrix theory. In the general R-matrix, the elements are

whereas in the RM approximation they are

Equation (xx-79) is frequently referred to as the reduced R-matrix theory.

We now proceed to obtain a form for the cross section in the RM approximation, by writing
Eq. (xx-77) as

where

It is useful to write the reduced R-matrix as

in which the elements of K are given by

The explicit form of  is 
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(84)

(85)

(86)

(87)

(88)

(89)

(90)

(91)

Therefore  becomes

Recalling that  and making , the expression for  becomes

The matrix form of Eq. (xx-86) is

Equation (xx-87) can be further reduced by using the identity .
Letting , ,  and  we have

If we then add and subtract  the expression becomes,

for which the elements are, explicitly,

The collision matrix of Eq. (xx-80) then takes the form
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(92)

(93)

(94)

(95)

(96)

(97)

(98)

where the elements of  are given as

The RM cross sections are written in terms of the transmission probability, defined as

for which the collision matrix can be written as 

The cross sections can then be obtained by using Eqs. (xx-14), (xx-15), and (xx-16) as,

and

5. Conversion of RM parameters into AA parameters
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(99)

(100)

(101)

(102)

(103)

(104)

A procedure to convert RM parameters into an equivalent set of AA parameters was
developed by DeSaussure and Perez. Their approach consisted of writing the RM transmission
probabilities  and  as the ratio of polynomials in energy; these polynomials can then be
expressed in terms of partial fraction expansions by matching the AA cross sections as:

and 

where

and .

Equations (xx-99) and (xx-100) have poles  which are roots of the equation



21

(105)

(106)

(107)

(108)

(109)

(110)

(111)

and are identifiable as the parameters of the Adler-Adler formalism. In deriving this methodology
DeSaussure and Perez neglected the energy dependence of the neutron widths, i.e., . This
assumption limits the application of this methods to s-wave cross section. Hwang has extended the
application of the DeSaussure and Perez approach to the calculation of cross sections for any angular
momentum. In his approach, instead of using energy space, Hwang noted that the dependence of 
on  suggests that an expansion in terms of  would lead to a rigorous representation of the
cross section. Since momentum is proportional to , Hwang calls his methodology a rigorous pole
representation in the momentum space or, for short, a multipole representation of the cross sections
(MP). The transformation of the RM parameters into the MP parameters is obtained as

and

where

and  is the number of resonance parameters in the RM representation. The factor  of Eq. (xx-
104) becomes

where

and
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(112)

(113)

(114)

(115)

Doppler Broadening and Effective Cross Sections 

The Doppler broadening of cross sections is a well-known effect which is caused by the motion
of the atoms of the target nuclei. Since the target nuclei are not at rest in the laboratory system,
the neutron-nucleus cross section will depend on the relative speed of the neutron and the
nucleus. The effective cross section for mono-energetic neutrons of mass m and energy E
(laboratory velocity v) is given by the number of neutrons per unit volume, multiplied by the
number of target nuclei per unit volume, times the probability that a reaction will occur per unit
time at an energy equivalent to the relative velocity | v! W |, integrated over all values of W, the
velocity of the nucleus. The relation between the cross section measured in the laboratory and
the effective cross section is

where  is the effective or Doppler-broadened cross section for incident particles with
speed v [laboratory energy mv2/2]. The distribution of velocities of the target nuclei is described
by . A major issue is the choice of the appropriate velocity distribution function of the
target nuclei. Let us now assume that the target nuclei have the same velocity distribution as the
atoms of an ideal gas; i.e. the Maxwell-Boltzmann distribution,

where M is the nuclear mass and kT the gas temperature in energy units. Combining Eqs. (xx-
113) and (xx-114) gives

Note that, from the above definitions, a 1/v cross section remains unchanged.

Changing the integration variable from  and choosing spherical
coordinates simplifies the integral to the following:
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(116)

(117)

(118)

This equation, known as the Solbrig’s kernel, may be more familiar when written as the sum of
two integrals,

At sufficiently high energies, the contribution from the second integral may be omitted since the
value of the exponential is vanishingly small.

To simplify Eq. (xx-117) further, we make the following definition:

Equation (xx-117) then becomes
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(119)

(120)

(121)

(122)

(123)

(124)

(125)

For programming convenience, we make a change of variable from velocity to square
root of energy. Thus instead of v we use

we redefine W to be

and define U as

In addition, S(W) is set equal to s(w), or

These changes give the formulation which is used in SAMMY for the exact monatomic
free gas model (FGM):

These equations hold for 1/v cross sections, for constant cross sections, and for cross sections
with resonance structure.

To transform to the high-energy Gaussian approximation (hereafter referred to as HEGA)
from the FGM, define E as V 2 and EN as W 2. Then Eq. (xx-124) takes the form
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(126)

(127)

(128)

in which the lower limit has been changed from -4 to Emin, a number above zero, since the next
step involves approximations which are valid only for EN >> 0. If we expand the integrand of Eq.
(xx-125) in powers of (E-E’) for values of E’/E close to 1 and set , then

Defining  (Doppler width) as

(Note that this quantity is energy-dependent) then the HEGA becomes

where the lower limit was extended to negative infinity since that portion of the integrand is
essentially zero. This is the usual Gaussian formulation of the free gas model.

Other Energy-Dependent Cross Sections

No discussion of Doppler broadening would be complete without an analysis of the
effects of Doppler broadening on particular types of cross sections. Here we examine some
important types of energy dependencies.

Doppler Broadening of 1/v Cross Sections

Doppler broadening is expected to preserve (i.e., leave unchanged) a 1/v-cross section.
To test whether this is the case with FGM and/or HEGA broadening, we note that a 1/v-cross
section may be expressed as
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(129)

(130)

(131)

(132)

where the subscript “0” denotes constants. To evaluate the FGM with this type of cross section,
note that our function S of Eq. (xx-123), combined with Eq. (xx-129), gives

From Eq. (xx-11) the FGM-broadened form of the 1/v cross section is therefore

i.e., in the exact same mathematical form as the original of Eq. (xx-129). In other words, a 1/v
cross section is conserved under Doppler broadening with the free gas model.

That is not the case for HEGA broadening. With the HEGA from Eq. (xx-128), the
Doppler-broadened 1/v cross section takes the form

which is not readily integrable analytically. What is clear is that the result is not 1/v.

Doppler Broadening of a Constant Cross Section

In contrast to the 1/v cross section, a constant cross section is not conserved under
Doppler broadening. That it is true experimentally can be seen by examining very low energy
capture cross sections, for which the unbroadened cross section is constant (which can be shown
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(133)

(134)

(135)

by taking the low-energy limit of the Reich-Moore equations, for example) but the experimental
cross section rises with decreasing energy. See, for example, the S elastic cross section from 0.01
to 1.0 eV or the Cu elastic cross section below 2.0 eV (on pages 100 and 234, respectively, of
[VM88]), which clearly rise with decreasing energy.

To calculate analytically what effect FGM and HEGA broadening have upon a constant
cross section, we first note that a constant cross section can be expressed as

The function S needed for our formulation of FGM broadening (see Eq. (xx-123)) is
found to be

so that Eq. (xx-124) gives, for the FGM-broadened constant cross section,

Replacing (W-V) / U by x gives
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(136)

(137)

(138)

in which we have replaced V/U by v. 

In the limit of small v, the quantity in Eq. (xx-6) becomes 

so that the leading term is 1/v; this is somewhat counterintuitive but is nevertheless observed in
measured low-energy cross sections. For large values of v, the limiting case is
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(139)

(140)

(141)

(142)

i.e., the broadened cross section is a constant, as expected.

In contrast, HEGA broadening preserves a constant cross section everywhere:

that is, the Gaussian kernel is normalized to unity, as expected. This result, which may
intuitively appear to be correct, is nevertheless unphysical. As discussed above, It is well known
that measured (and therefore Doppler-broadened) cross sections exhibit 1/v behavior at very low
energies.

Doppler Broadening of the Line Shapes  and 

Equations (xx-57) and (xx-58) can be written as

and

where .

The HEGA of these functions are obtained by replacing  in Eq. (xx-128) by  and
, which gives

and
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(143)

where .
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